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Summary

Software engineering was once viewed as a solely technical discipline, and
outdated stereotypes used to portray software engineers as “asocial” nerds.
It is now regarded as a highly social and collaborative profession. The social
nature of software explains why sentiment and emotions are expressed during
software development. However, while we know software engineers express
sentiment and emotions, we do not know how these expressions affect the
software development process. In this thesis, we study expressions of sen-
timent and emotions, and specifically, we study three aspects of sentiment
and emotions in software engineering: Theory, Tools, and Practice.
A literature review of 185 papers shows that most of the existing literature
on sentiment and emotions studies whether emotions and sentiment are
expressed by developers. Secondly, we find that existing studies are mostly
correlational, only showing that a correlation between specific sentiment
and emotions exists, but not that the sentiment and emotions cause these
outcomes.
Through studying the tools used to classify sentiment and emotions in
software engineering texts, we find small differences in performance scores
between contemporary machine-learning tools and recently released deep-
learning tools. However, we find notable differences in the types of software
engineering texts that are misclassified by these tools.
Finally, through studying the expression of negativity in Self-Admitted Tech-
nical Debt we find that software engineers use negativity to communicate
the priority of Self-Admitted Technical Debt. Even if the majority of soft-
ware engineers believe negativity should not be used to communicate the
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priority of Self-Admitted Technical Debt, they tend to overestimate the pri-
ority of Self-Admitted Technical Debt when negativity is used to describe
it.



Samenvatting

Software engineering werd ooit gezien als een puur technische discipline.
Verouderde stereotypen schilderden software engineers af als ’asociale’ nerds.
Tegenwoordig wordt software engineering gezien als een zeer sociaal en col-
laboratief beroep. De sociale aard van software verklaart waarom senti-
menten en emoties worden geuit tijdens softwareontwikkeling. Maar hoewel
we weten dat software engineers sentiment en emoties uiten, weten we
niet hoe deze uitingen het software ontwikkelproces beïnvloeden. In dit
proefschrift bestuderen we uitingen van sentiment en emoties, en specifiek
bestuderen we drie aspecten van sentiment en emoties in software engineer-
ing: Theorie, Tools en Praktijk.
Een literatuurstudie van 185 artikelen laat zien dat de meeste bestaande
literatuur over sentiment en emoties onderzoekt of emoties en sentiment
worden geuit door ontwikkelaars. Ten tweede vinden we dat bestaande
studies meestal correlationeel zijn, en alleen aantonen dat er een correlatie
bestaat tussen specifiek sentiment en emoties, maar niet dat het sentiment
en de emoties deze uitkomsten veroorzaken.
Door de tools te bestuderen die gebruikt worden om sentiment en emoties in
software engineering teksten te classificeren, vinden we kleine verschillen in
prestatiescores tussen hedendaagse machine-learning tools en recent uitge-
brachte deep-learning tools. Terwijl de prestatiescores misschien gelijk zijn
vinden we opmerkelijke verschillen in de types teksten die door deze tools
verkeerd worden geclassificeerd.
Tot slot, door expressie van negativiteit in Self-Admitted Technical Debt
te bestuderen vinden we dat software engineers negativiteit gebruiken om
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de prioriteit van Self-Admitted Technical Debt te communiceren. Terwijl
de meerderheid van de software engineers vindt dat negativiteit niet zou
moeten worden gebruikt om de prioriteit van Self-Admitted Technical Debt
te communiceren, heeft een meerderheid van de ontwikkelars toch de neiging
om de prioriteit van Self-Admitted Technical Debt te overschatten wanneer
negativiteit gebruikt wordt om Self-Admitted Technical Debt te beschri-
jven.
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Chapter 1
Introduction

Modern software engineering is understood to be a collaborative profession.
Software engineers create and maintain software systems in large, multi-
disciplinary teams, and society is increasingly dependent on these software
systems. Research in software engineering often focuses on understand-
ing and improving the technical challenges encountered by software engi-
neers [143]. Usually, these improvements are mainly achieved by designing,
developing, and adopting new tools. However, software engineers do not
just face technical challenges, evidenced by the fact that software engineers
also encounter a wide variety of social challenges [250, 197, 105, 179]. Be-
cause of these social challenges, the social, human, and behavioral aspects
of software engineering have been extensively studied [258, 143]. Software
engineering is often considered a socio-technical profession because of so-
cial and technical challenges. When studying software engineering, research
should focus not just on the technical challenges. Instead, research should
also focus on the social aspects of software engineering, particularly the
interplay between social and technical aspects.

Because of the collaborative nature of software engineering, communica-
tion is particularly important [109, 258]. Stereotypes were used to portray
software engineering as a solely technical discipline, devoid of emotionally
expressive language [74]. However, by now this stereotype is outdated, and
we know that software engineers communicate extensively when developing
software and also express a multitude of emotions while working [65, 192].
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2 CHAPTER 1. INTRODUCTION

Literature in organizational psychology has found that expressing emotions
and opinions serves many different purposes. Humans use emotions to em-
phasize the importance of ideas, to form interpersonal bonds [273, 25], and
most importantly, emotions are crucial for collaborative work [129].

Research in software engineering in the last decade has started to explore
when and where software engineers express emotions. This research has fo-
cused, for instance, on software engineers’ expressions of positive emotions
(happy, joy), neutral emotions, or negative emotions (fear, anger) [168, 199,
45]. Girardi et al. studied the range of emotions experienced by software
engineers during a workday, finding that positive emotions are correlated
with perceived productivity [102]. Olsson et al. found that architectural
design smells in software can cause software engineers to feel negative emo-
tions [196]. These studies show that software engineers experience and
express many different emotions while working.

Another unique characteristic of software engineering is the amount of digi-
tal and text-based communication channels software engineers use to com-
municate [252, 109, 125, 141]. Contrary to what one might expect, software
engineers choose to express the emotions and opinions they experience on
these digital channels. For instance, Calefato et al. found that in Stack-
Overflow questions, both positive and negative emotions are expressed [45].
Furthermore, both Lin et al. and Pletea et al. have found that software en-
gineers express opinions either to describe libraries on StackOverflow [151],
or to discuss security issues on GitHub [212].

In this thesis, we study the expression of emotions by software engineers.
We first outline some of the leading scientific theories on emotions and
sentiment in software enigneering before continuing to describe this thesis’s
goal, outline, and contributions.



1.1. EMOTIONS & SENTIMENT 3

1.1 Emotions & Sentiment

“Everyone knows what an emotion is, until asked to give a
definition.”

— Fehr and Russel, 1984 [84]

As highlighted by Fehr and Russell [84], emotions are ubiquitous: Emo-
tions are a part of everyday life, and everyone experiences them. As a
result, many different models and theories of emotions have been proposed
throughout the years. Ekman [81] theorized that emotions are discrete and
that there is a set of six basic emotions experienced by humans: Anger,
Surprise, Happiness, Sadness, Fear, and Disgust. A more granular model
was later proposed by Shaver et al. [235], who proposed a tree-like model
of emotions. In Shaver’s model, there are Primary Emotions such as Anger,
and Secondary Emotions like Irritation, Envy and Rage.

While the model of Shaver already allows reasoning about more specific
emotions, Russell [225] observed that emotions described in one culture
might not exist in other cultures. For instance, Russell [225] describes that
some African languages do not make a distinction between emotions that
are recognized as two different emotions in English: Anger and Sadness.
Therefore, Russell theorized that emotions are continuous, not discrete and
that emotions experienced by humans can be categorized along three differ-
ent axes: Valence, Arousal, and Dominance. Valence is the pleasure of the
emotion, with joy being high in Valence, and anger low in Valence. Arousal
is the intensity of the emotion, rage would, for instance, be high in Arousal,
whereas sadness would be low Arousal. Finally, Dominance represents the
level of control, does someone feel in control of their emotions, or do they
feel controlled?

Software engineering research often uses Ekman’s, Shaver’s or Russell’s
models [43, 189, 168]. So, while we acknowledge that other models ex-
ist, such as Plutchik’s model [213] or the P.A.N.A model [276], we do not
discuss them in detail.

A second construct we discuss is that of Sentiment and sentiment analy-
sis. Sentiment analysis is the automated analysis of opinions or subjective
statements, usually to understand whether the expressed opinion is Positive,
Negative, or devoid of any opinion (Neutral) [203]. One common method
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used to operationalize sentiment polarity is emotions [189, 45], where text
expressing positive sentiment is defined as text expressing a positive emo-
tion.
Meanwhile, the notion of Opinion mining, a term coined by Dave et al. [71]
in 2003, is the aggregation of sentiment about specific attributes of a prod-
uct (e.g., performance, security, stability). Opinion mining is a broad topic,
covering people’s opinions, appraisals, attitudes and emotions [153].
Finally, it is important to note that there is a difference between feeling
emotions, expressing them, and interpreting them. It is not uncommon, for
instance, for humans to feel an emotion, but choose to mask it [74, 75].
Because of the additional complexities in studying the emotions or sentiment
that software engineers feel, we focus on emotions that have been expressed.
Specifically, we focus on emotions that have been expressed in writing, over
digital communication channels.
Automated classifiers are often used to analyze whether emotions have been
expressed in text [263, 154]. These classifiers, or tools, take as input a frag-
ment of text and classify whether the text expresses any emotions. When
we talk about sentiment analysis tools, and emotion analysis tools, in this
thesis we mean these classifiers. Each classifier might have different at-
tributes, some might use machine-learning or deep-learning principles to
classify [45, 40, 38], while others might use dictionaries [120].

1.2 Goal & Outline
We know software engineers experience and express emotions and sentiment
in many different software engineering activities [151, 212, 196, 102, 183].
Existing work has repeatedly shown correlations between expressed emotions
or sentiment and specific outcomes, such as whether issues are re-opened
or whether bugs are fixed [197]. However, as correlation does not imply
causation, we do not know whether emotions and sentiment also cause
these correlated effects. To understand whether the emotions and senti-
ment expressed by software engineers cause an effect the goal of this thesis
is:

Understanding how expressions of emotions
and opinions affect software engineering.
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Studying emotions and sentiment in all software engineering activities is, un-
fortunately, infeasible. There is an enormous variety of software engineering
activities, and it is not yet known how to study sentiment and emotions in
softare engineering. Therefore, we pick three perspectives to study emo-
tions and sentiment: Theory, Tools and Practice. Within each perspective,
we explain what we study, our motivation, and what scientific publications
form the basis for each perspective.

• Theory: We survey the literature published in software engineering
to map out how sentiment, opinion, and expressions of emotions are
studied in software engineering. Through the survey, we give practi-
tioners and researchers an overview of the literature on this topic.

• Tools: We study the automatic tools used to classify sentiment. To
understand how these tools work, we benchmark them in controlled
settings. Furthermore, we also study how the choice of classifiers used
to study sentiment influences the obtained outcomes. This results in
recommendations on how to apply these tools to classify sentiment
and emotions accurately.

• Practice: We describe how the expression of sentiment impacts soft-
ware engineering. In particular, we show how expressions of negative
emotions influence the prioritization of technical debt.

The studies conducted within each of these perspectives results in a series of
findings and recommendations for researchers and software engineers that
are described in the remainder of this section.

1.2.1 Theory

Understanding how software engineers express emotions and how this affects
software engineering starts by surveying the literature on software engineer-
ing. This includes identifying the software engineering activities that have
been studied through the lens of sentiment and emotions, and the methods
that have been used to study these activities. Therefore, we conducted
a literature review in which we surveyed empirical, peer-reviewed research
papers published in academic journals and conferences that use any form
of opinions, or subjective language (including emotions and sentiment) to
study software engineering. The scope of this study is wider than the scope
of the thesis, however, for this thesis, we focus on the results of the litera-
ture study related to emotions and sentiment i.e., the software engineering
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activities studies through the lens of emotions and sentiment. In particular,
we list the software engineering activities that have been studied, the tools
used to study these activities, and the performance of these tools.
We identified 185 primary studies that use sentiment, emotions, and other
forms of opinions [203] to study software engineering. Most importantly,
we find that various constructs have been used to study software engineer-
ing, including but not limited to emotions, sentiment, and politeness. Fur-
thermore, the most common application of sentiment analysis in software
engineering is detecting whether sentiment has been expressed in software
artifacts or whether software engineer performance correlates with the ex-
pression of sentiment. Additionally, we find that researchers use various
automated tools to classify sentiment, emotions, and politeness in texts
written by software engineers. Unfortunately, we also find that some stud-
ies do not use the appropriate tools or always evaluate the tools they use
for software engineering data. This is potentially problematic, as not using
classifiers designed for software engineering data could influence the results
of the conducted studies [123, 190].
The literature review is discussed Chapter 2, and the original paper has been
published in the ACM Transactions on Software Engineering and Method-
ology (TOSEM) journal:

[149]: Lin, B., Cassee, N., Serebrenik, A., Bavota, G., Novielli, N.,
& Lanza, M. (2022). Opinion Mining for Software Develop-
ment: A Systematic Literature Review. ACM Transactions on
Software Engineering and Methodology, 31(3), 1–41. https:
//doi.org/10.1145/3490388

1.2.2 Tools
Our findings from Chapter 2 show the importance of the tools used to
study the expression of sentiment in software engineering. Therefore, in
the second part of the thesis, we study the tools used to classify sentiment
to learn how to reliably use these tools to study the role of sentiment in
software engineering. In this part of the thesis, we discuss two studies: A
benchmarking study to understand how we can further improve sentiment
analysis tools and a replication study to understand how the conclusions of
studies that study sentiment are sensitive to tool changes.
In the benchmarking study, we selected two existing recommendations from

https://doi.org/10.1145/3490388
https://doi.org/10.1145/3490388
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the literature on how to improve and apply sentiment analysis tools for
software engineering [38, 80]. To evaluate these recommendations and un-
derstand how sentiment analysis tools for software engineering should be
employed, we run a series of benchmarks. Specifically, we evaluate two dif-
ferent types of sentiment analysis tools, machine-learning tools, and deep-
learning, and we find that small performance differences exist between the
machine-learning and deep-learning-based sentiment analysis tools. Fur-
thermore, we find that advanced preprocessing techniques, specifically the
usage of domain-specific tokenizations, do not further improve the perfor-
mance of sentiment analysis tools.

The benchmarking study is discussed in Chapter 3 and has been published
at the Springer journal Empirical Software Engineering (EMSE):

[48]: Cassee, N., Agaronian, A., Constantinou, E., Novielli, N., &
Serebrenik, A. (2024). Transformers and meta-tokenization in
sentiment analysis for software engineering. Empirical Soft-
ware Engineering, 29(4), 77. https://doi.org/10.1007/
s10664-024-10468-2

Based on previous replications, we know that the automated tool used to
classify sentiment influences obtained conclusions [123, 190]. In particular,
tools not designed for application to software engineering data have difficul-
ties understanding technical lingo. Therefore, the second study discussed
replicates a study of Edbert et al. [79]. In the original study, Edbert et al.
studied whether there are differences in different groups of security-related
StackOverflow questions. Unfortunately, Edbert et al. use VADER [118],
a general-purpose sentiment analysis tool, instead of a sentiment analysis
tool specially designed for an application to software engineering. To better
understand the effects of general-purpose sentiment analysis tools on the
obtained conclusions, we replicate the work of Edbert et al. using two senti-
ment analysis tools designed for software engineering. Through a qualitative
analysis of the differences in the predictions made, we find clear differences
between VADER and the two evaluated sentiment analysis tools.

The replication study is discussed in Chapter 4 and has been published
at the IEEE International Conference of Software Analysis, Evolution and
Reengineering (SANER) in 2024:

https://doi.org/10.1007/s10664-024-10468-2
https://doi.org/10.1007/s10664-024-10468-2
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[121]: Jansen, J., Cassee, N., & Serebrenik, A. (2024). Sentiment of
Technical Debt Security Questions on Stack Overflow: A Repli-
cation Study. 31st IEEE International Conference on Software
Analysis, Evolution and Reengineering.

1.2.3 Practice
Understanding how other researchers study sentiment in software engineer-
ing, and understanding how to use sentiment analysis tools does not yet
help us understand how expressions of sentiment affect software engineer-
ing. Therefore, we study expressions of negative sentiment in Self-Admitted
Technical-Debt (SATD). SATD is the self-admission of suboptimal techni-
cal decisions (commonly known as technical debt) in a software system’s
source code.

To understand how expressions of emotions affect software engineering, we
select SATD and the annotation practices of software engineers as case. By
studying how software engineers communicate technical issues using SATD,
particularly by studying whether and how negativity in SATD descriptions is
used to signal priority, we hope to learn lessons that can be used to explain
the effect of emotions and opinions on software engineering.

We first study whether software engineers express negativity in existing in-
stances of SATD. Through a qualitative analysis, we find that SATD re-
lated to functional issues or external dependencies is more likely to contain
negative sentiment. Based on these results, we hypothesize that software
engineers use negativity as a proxy for priority and emphasize the urgency
of a particular instance of SATD.

We conducted a follow-up study to test whether software engineers use
negativity as a proxy for priority. This follow-up study used a survey to
understand software engineers’ perceptions and beliefs. We asked the 46
participants about their experiences and perceptions in the survey. For in-
stance: Are the participants more likely to express negativity in SATD if they
believe the issue present is more important? Do participants believe it is
acceptable for others to express negativity in high-priority SATD? Through
the survey, we find that a third of software engineers admit to using nega-
tivity in high-priority SATD, while most of the remaining software engineers
state they do not do this and do not think it is an acceptable practice.

The labeling study and the survey are discussed in Chapter 5, and the
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chapter has been published in the Springer journal Empirical Software En-
gineering (EMSE):

[52]: Cassee, N., Zampetti, F., Novielli, N., Serebrenik, A., & Di Penta,
M. (2022). Self-Admitted Technical Debt and comments’ polar-
ity: an empirical study. Empirical Software Engineering, 27(6),
139. https://doi.org/10.1007/s10664-022-10183-w

This paper is an extension of a paper published initially at the Mining
Software Repositories (MSR) conference:

[90]: Fucci, G., Cassee, N., Zampetti, F., Novielli, N., Serebrenik, A.,
& Di Penta, M. (2021). Waiting around or job half-done? Senti-
ment in self-admitted technical debt. 2021 IEEE/ACM 18th In-
ternational Conference on Mining Software Repositories (MSR),
403–414. https://doi.org/10.1109/MSR52588.2021.00052

While software engineers state they use negativity as a proxy for priority,
it is apriori not clear whether this means that software engineers actually
interpret negativity as a signal that an item of technical debt has a higher
priority. Therefore, to verify whether negativity is interpreted as a proxy
for priority, we ran an experiment with 75 software engineers. We showed
these participants a series of vignettes we purposefully selected and created
to be realistic instances of SATD. We asked the experiment participants to
estimate the priority of the SATD shown in the vignette. By experimen-
tally varying the presence of negative language in these vignettes, we study
whether negativity influences the participants’ perception of priority.

Through the experiment, we find that one-third to half of software engineers
perceive the priority of an instance of SATD as higher when negativity is
expressed to describe it. Furthermore, whether a software engineer inter-
prets negativity as a proxy for priority depends on the software engineer’s
self-reported beliefs. i.e., software engineers who state they interpret neg-
ativity as a proxy for priority are also more likely to increase prioritization
scores when descriptions are negative. We believe this shows how software
engineers not only use self-admitted technical debt to communicate about
technical issues, but also to communicate priority.

The experimental study is discussed in Chapter 6 and the manuscript de-
scribing it is currently in preparation.

https://doi.org/10.1007/s10664-022-10183-w
https://doi.org/10.1109/MSR52588.2021.00052
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Cassee N., Ernst N., Novielli N., & Serebrenik A. (2024). How Neg-
ativity in Self-Admitted Technical-Debt Affects Prioritization. Under
Review.

Contributions of the Author

All of the studies described in this thesis have been conducted with col-
laborators, in this section, we explain the role of the author in each of the
chapters. In Chapter 2, the author contributed to the design of the method-
ology, data collection, data analysis, writing, and reviewing of the draft. For
Chapter 3, the author contributed to the drafting of the research question,
design of the methodology, data-collection and analysis, and the writing
and correction of the draft. For Chapter 4, the author drafted the research
questions, corrected the paper draft, and supervised the master student
who worked on the study. For Chapters 5 and 6, the author contributed to
the drafting of the research questions, data collection, data analysis, and
writing and correction of the drafts of the chapters.

1.2.4 Studies not included in this thesis

In addition to the publications included in this thesis, described in the sec-
tions above, we have also worked on other publications. Below, we briefly
outline and describe these publications.

Bots in Software Engineering Software bots are automated tools that
use human communication channels like code-review comments [257].1

In a series of three studies, we studied how software engineers perceive the
acts bots take within software communities (Ghorbani et al. [101]), the
impacts of bots on human behavior in software projects (Moharil et al.
[180]), and how emerging patterns of bot behavior influences bot detection
tools (Cassee et al. [49]).

1We acknowledge that there are several competing definitions of software bots [256].
However, for the context of the studies listed here, this definition is appropriate.
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[101]: Ghorbani, A., Cassee, N., Robinson, D., Alami, A., Ernst, N.
A., Serebrenik, A., & Wąsowski, A. (2023). Autonomy Is An
Acquired Taste: Exploring Developer Preferences for GitHub
Bots. 2023 IEEE/ACM 45th International Conference on Soft-
ware Engineering (ICSE), 1405–1417. https://doi.org/10.
1109/ICSE48619.2023.00123

[180]: Moharil, A., Orlov, D., Jameel, S., Trouwen, T., Cassee, N.,
& Serebrenik, A. (2022). Between JIRA and GitHub: ASF-
Bot and its influence on human comments in issue trackers.
Proceedings of the 19th International Conference on Mining
Software Repositories, 112–116. https://doi.org/10.1145/
3524842.3528528

[49]: Cassee, N., Kitsanelis, C., Constantinou, E., & Serebrenik, A.
(2021). Human, bot or both? A study on the capabilities
of classification models on mixed accounts. 2021 IEEE In-
ternational Conference on Software Maintenance and Evolution
(ICSME), 654–658. https://doi.org/10.1109/ICSME52107.
2021.00075

Impact of Continuous Integration For my master thesis, we studied
how adopting automated build tools (continuous integration) influences the
code review process. At the start of my PhD, we adapted the master thesis
into a technical paper that was published at SANER.

[51]: Cassee, N., Vasilescu, B., & Serebrenik, A. (2020). The Silent
Helper: The Impact of Continuous Integration on Code Reviews.
2020 IEEE 27th International Conference on Software Analysis,
Evolution and Reengineering (SANER), 423–434. https://doi.
org/10.1109/SANER48275.2020.9054818

Koester de Ontwikkelaar “Koester de Ontwikkelaar” is a Dutch phrase,
meaning “cherish the Developer”. This contribution is an article written
for AGConnect,2 a popular science magazine targeting Dutch Software en-
gineers. In the article, we took several recently published studies about

2https://www.agconnect.nl/

https://doi.org/10.1109/ICSE48619.2023.00123
https://doi.org/10.1109/ICSE48619.2023.00123
https://doi.org/10.1145/3524842.3528528
https://doi.org/10.1145/3524842.3528528
https://doi.org/10.1109/ICSME52107.2021.00075
https://doi.org/10.1109/ICSME52107.2021.00075
https://doi.org/10.1109/SANER48275.2020.9054818
https://doi.org/10.1109/SANER48275.2020.9054818
https://www.agconnect.nl/
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human and behavioral aspects of software engineering, including the find-
ings of Chapter 5, and summarized them. Through this article, we gave
Dutch practitioners an overview of the state of the art of research in soft-
ware engineering and describe what these studies mean for software engi-
neering.

[50]: Cassee, N., & Serebrenik, A. (2021). Koester de ontwikkelaar.
AG Connect, 2021 (december), 69-71. https://www.win.tue.
nl/~aserebre/AGConnect.pdf

Teaching Empirical Methods Part of my teaching responsibilities at
Eindhoven University of Technology included designing and teaching a course
on empirical methods for software engineering. We published the design of
the course, and our experiences of teaching it, as a chapter in the, soon
to be published, book “Teaching Empirical Research Methods in Software
Engineering”.

[234]: Serebrenik, A., & Cassee, N. (2024). Teaching Empirical Meth-
ods at Eindhoven University of Technology. Teaching Empir-
ical Research Methods in Software Engineering, To Appear.
https://arxiv.org/abs/2407.04657

https://www.win.tue.nl/~aserebre/AGConnect.pdf
https://www.win.tue.nl/~aserebre/AGConnect.pdf
https://arxiv.org/abs/2407.04657


Chapter 2
Opinion Mining for Software
Development

Opinion mining, sometimes referred to as sentiment analysis, has gained
increasing attention in software engineering (SE) studies. SE researchers
have applied opinion mining techniques in various contexts, such as iden-
tifying developers’ emotions expressed in code comments and extracting
users’ critics toward mobile apps. Given the large amount of relevant stud-
ies available, it can take considerable time for researchers and developers to
figure out which approaches they can adopt in their own studies and what
perils these approaches entail.

We conducted a systematic literature review involving 185 papers. More
specifically, we present 1) well-defined categories of opinion mining-related
software development activities, 2) available opinion mining approaches,
whether they are evaluated when adopted in other studies, and how their
performance is compared, 3) available datasets for performance evaluation
and tool customization, and 4) concerns or limitations SE researchers might
need to take into account when applying/customizing these opinion mining
techniques. The results of our study serve as references to choose suitable
opinion mining tools for software development activities, and provide critical
insights for the further development of opinion mining techniques in the SE
domain.

13
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2.1 Introduction

Opinion mining, the term coined by Dave et al. [71] in 2003, was introduced
to refer to “processing a set of search results for a given item, generating
a list of product attributes (quality, features, etc.) and aggregating opin-
ions about each of them (poor, mixed, good)”. They proposed a tool to
classify product review sentences according to the polarity of the sentiment
expressed, i.e., whether these sentences have a positive or negative connota-
tion. Tasks that capture sentiment polarity are also called “sentiment anal-
ysis” in some other studies [185, 155]. Indeed, the terms “opinion mining”
and “sentiment analysis” are often used interchangeably [203, 155].

Since its emergence, opinion mining has evolved and is no longer limited to
classifying texts into different polarities. For example, Conrad and Schilder
[61] analyzed subjectivity (i.e., whether the text is subjective or objective) of
online posts when mining opinions from blogs in the legal domain. Hu et al.
[115] adopted a text summarization approach, which identifies the most in-
formative sentences, to mine opinions from online hotel reviews. These new
perspectives call for a broader definition of opinion mining. According to
Liu [153], “opinion mining analyzes people’s opinions, appraisals, attitudes,
and emotions toward entities, individuals, issues, events, topics, and their
attributes”.

In recent years, opinion mining has attracted considerable attention from
software engineering researchers. Studies have seen the usage of opinion
mining in collecting informative app reviews, to understand how developers
can improve their products and revise their release plans [119, 54, 204,
274, 160, 229]. Researchers have also applied opinion mining techniques
to monitor developers’ emotions expressed during development activities
[108, 183, 199, 241, 44, 278, 140]. Opinion mining has also been used to
assess the quality of software products [72, 27].

Given all these studies, it is important to have an overview of existing
opinion mining techniques and their applications in software engineering. In
this way, researchers can have a base to advance the field, and tool users
can better understand how they can apply the existing techniques and what
their limitations are.

We provide a systematic literature review on opinion mining for software
development activities. Our contributions are:
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i We provide an overview of opinion mining techniques researchers and
developers can use for specific tasks;

ii We present datasets developers can use to train or validate techniques;
iii We report on the results of the tool performance validation, which can

serve as a guidance for researchers to conduct performance evaluation
and sheds light on the threats when using these tools;

iv We identify the common issues software engineering researchers face
when applying opinion mining and indicate the potential solutions;

v We identify directions for future research in the field.

2.1.1 Scope of Our Study
Opinion mining is evolving, and covers a wide range of topics. Adopting the
categories by Pang and Lee [203], we consider under the umbrella of works
related to opinion mining in software development activities those dealing
with:

• Sentiment polarity identification, to classify the opinions expressed
in the text into one of the distinguishable sentiment polarities (e.g.,
positive, neutral, or negative). Examples include identifying whether
developers are expressing positive sentiment in daily communications
and discovering whether a code review is expressing negative aspects,
which can be associated with specific shortcomings of the source code.

• Subjectivity detection and opinion identification, to decide whether
a given text contains subjective opinions or objective information. An
example is distinguishing whether developers/users are discussing a
fact about software or presenting their own point of view.

• Joint topic-sentiment analysis, which considers topics and opin-
ions simultaneously and search for their interactions. For example,
researchers might analyze which aspects are mentioned in user re-
views (e.g., performance, usability) and whether these discussions are
positive or negative.

• Viewpoints and perspectives identification, to detect the general
attitudes expressed in the texts (e.g., political orientations) instead
of detailed opinions toward a specific issue or narrow subject. An ex-
ample of perspectives include general preferences of some platform-
s/technologies over others.
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• Other non-factual information identification, to detect all other
types of non-factual information, including e.g., emotion detection,
humor recognition, text genre classification. Tasks like identifying
what requests users are asking for and extracting knowledge embedded
in software documents fall into this category.

2.1.2 Structure of the Chapter

Section 2.2 presents the relevant surveys, literature reviews and mapping
studies. Section 2.3 presents our research questions and our methodology to
conduct the systematic literature review. Section 2.4 reports the results we
obtained. Section 2.5 discusses the replicability of selected primary studies
and the impact of how snowballing is conducted. Section 2.6 discusses the
threats that could affect the validity of our results. Section 2.7 concludes
the chapter.

2.2 Related Work
Given the development of opinion mining techniques, many secondary stud-
ies have been conducted to present an overview of this field. In the following
we discuss relevant systematic literature reviews (SLR), surveys, and map-
ping studies on opinion mining.

2.2.1 Secondary Studies of Opinion Mining in General Do-
mains

As one of the earliest secondary study of opinion mining, Liu [156] defined
the problem of opinion mining and presented the key tasks and their corre-
sponding techniques in the literature. This study also specifically discussed
the issue of spam detection and quality assessment of online reviews. The
survey by Ravi and Ravi [218] presented opinion mining tasks and relevant
techniques at a more fine-grained level. That is, all the tasks and sub-
tasks were discussed in the following aspects: the addressed problem, used
dataset, selected features, techniques and their performance.

Hemmatian and Sohrabi [112] mainly focused on the categorization of opin-
ion mining techniques. In their survey, opinion mining was classified into
four levels: document, sentence, aspect, and concept. They also summa-
rized different types of techniques used in two major opinion mining tasks:
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aspect extraction and opinion classification. Li et al. [145] classified opin-
ion mining techniques for social multimedia into three categories based the
source of opinions: textual sentiment analysis (mining opinions from social
media messages), visual sentiment analysis (mining opinions from visual
content such as images and videos), and multimodal sentiment analysis
(mining opinions from both textual and visual content).

Instead of presenting opinion mining tasks and techniques, Kumar and
Nandkumar [137] identified several challenges in opinion mining from lit-
erature, such as non-expertise opinions, spam opinions, and opinion trust
worthiness. They also summarized the advantages and disadvantages of
current opinion mining techniques.

Mäntylä et al. [170] analyzed the evolution of opinion mining studies. More
specifically, they observed the number of relevant publications, the number
of citations, and popular publication venues over the years. They also run
topic modeling techniques on the papers to obtain a thematic overview of
the research topics. Moreover, they investigated the research topics of the
most cited work in this field.

These studies give a good overview of opinion mining tasks and techniques
in general domains. However, our previous studies [123, 151, 189] have
demonstrated that the performance of sentiment analysis tools trained on
the data from other domains (e.g., SentiStrength trained on social me-
dia texts) is not satisfactory when they are used in software engineering
related tasks (e.g., identifying sentiment polarity embedded in API discus-
sions). Therefore, a literature review dedicated to the software engineering
domain is highly desired.

2.2.2 Secondary Studies of Opinion Mining in Software De-
velopment Activities

We identified eight secondary studies related to opinion mining in software
development activities.

The SLR conducted by Sánchez-Gordón and Colomo-Palacios [227] focused
on works dealing with emotions of software developers. The authors investi-
gated 66 papers covering 40 discrete emotions expressed by developers and
found that while the unreliability of sentiment analysis tools is well recog-
nized, not many works in the literature have leveraged other measures such
as self-reported emotions and biometric sensors.
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Obaidi and Klünder [194] inspected 80 studies related to sentient polarity
and emotion analysis. Their study mainly looked into the application sce-
narios (i.e., open-source projects, industry, academic) and the motivations
(e.g., find best tool, value measurement). They also counted how many
times different data types and techniques are used, and listed some fre-
quently mentioned difficulties when analyzing sentiment polarity and emo-
tion in software engineering.

Many SLRs have focused on works related to the analysis of app reviews.
Martin et al. [171] conducted a survey on papers related to app store anal-
ysis, and identified the aspects which have been explored as well as research
trends. Noei and Lyons [188] surveyed 21 papers providing guidelines on
how to process, analyze, and use user reviews from app stores. Tavakoli
et al. [261] investigated the tools developed for analyzing app reviews and
presented the types of information these tools can collect and the challenges
these tools are facing. Similarly, the SLR by Genc-Nayebi and Abran [100]
involved 24 studies and identified techniques for mining online reviews and
challenges in the domain. Moreover, they inspected studies concerning the
quality assessment of reviews and spam identification.

The remaining two studies fall into the domain of requirements engineer-
ing. Meth et al. [176] analyzed 36 publications regarding automated re-
quirements elicitation, and classified them based on tool category, degree
of automation, knowledge reuse, evaluation approach, and evaluation con-
cepts. Wang et al. [275] provided a systematic mapping study which fo-
cuses on leveraging crowdsourced user feedback in requirements engineering.
The feedback can be either explicit (e.g., directly given in crowd-generated
comments) or implicit (e.g., mined from application logs or usage-generated
data). The primary studies surveyed in these two studies often mine opinions
and emotions toward software products from user comments and overlap
with those related to app review analysis.

While all these studies cover various topics of opinion mining in software
development, they have a focus on very specific areas, such as emotions
[227, 194], sentiment polarity [194], app review analysis [171, 261, 100],
and requirements engineering [176, 275]. Our study aims at giving a com-
plete picture of the usage of opinion mining techniques in software de-
velopment, focusing on the research questions presented in Section 2.3.1.
While other secondary studies mainly aim to give an overview of current
development of the techniques and their applications, we have a different
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goal, i.e., to help researchers and developers better adopt/customize opin-
ion mining tools in their own work. Therefore, in this literature review, we
have specifically looked into the datasets available, the performance com-
parison of the available tools, and the issues specific to tool adoption and
customization.

2.3 Research Method
Following the guidelines by Kitchenham and Charters [128] to perform our
systematic literature review, we present our research questions, search strat-
egy, study selection process, as well as the methodology for data extraction
and analysis.

2.3.1 Research Questions
To help software engineering researchers better conduct opinion mining re-
lated studies and assist practitioners in adopting suitable opinion mining
approaches in their projects, this literature review aims to understand the
following high-level research question (RQ):

RQ: How can opinion mining techniques support software development ac-
tivities?

To answer this RQ, it is essential to understand what has been accomplished
so far with opinion mining techniques in software development activities.
Moreover, knowing the limitations of state-of-the-art approaches is needed
to improve the existing techniques or propose new approaches. Therefore,
to answer this RQ in a more structured manner, we decompose it into the
following RQs:

• RQ1: In which software engineering activities has opinion mining been
applied? We aim to understand the application domains of opinion
mining techniques in software engineering, to present an overview on
how these techniques are used, thus revealing the potential of opinion
mining in software-related tasks.

• RQ2: What publicly available opinion mining tools have been adopt-
ed/developed to support these activities? We present the opinion
mining techniques proposed in the literature categorized by their func-
tionalities, to obtain an overview about which tools can be used for
which specific tasks.
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• RQ3: How often do researchers evaluate the reliability of opinion min-
ing tools when they adopt the tools out-of-the-box? As researchers
have already disclosed [123, 151, 189], opinion mining techniques
might not achieve satisfactory results when applied in a different con-
text than the one they have been designed for. Thus, it is important
to assess the reliability of these tools when used out-of-the-box. We
investigate how often opinion mining techniques are evaluated before
being applied without any customization in software-related studies.

• RQ4: Which opinion mining techniques have been compared in terms
of performance and in what contexts? Since opinion mining tools
perform differently in different contexts, we summarize the studies in
the literature aimed at comparing the performance of different opinion
mining tools in specific contexts. This will quickly point researchers
and practitioners to studies aimed at identifying the most appropriate
tools to use in a given context.

• RQ5: Which datasets are available for performance evaluation of
opinion mining techniques in software-related contexts and how are
they curated? Given that the context might significantly impact the
performance of opinion mining tools, we aim to present the available
datasets which can be used to either train supervised techniques or
validate the tool performance by serving as oracle. To ensure the relia-
bility of the datasets, we only consider the datasets whose correctness
has been manually validated by the authors. We exclude datasets
which only contain data scraped from online resources without any
further sanity check.

• RQ6: What are the concerns raised or the limitations encountered
by researchers when using opinion mining techniques? Our goal is to
summarize the issues encountered during the application of opinion
mining techniques in software engineering tasks. We also discuss the
potential directions for addressing these issues.

2.3.2 Relevant Study Identification

The process of identifying relevant studies to be included in our litera-
ture review can be seen as Fig. 2.1. This process was conducted in early
2020.
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Figure 2.1: Relevant study identification process. N1 is the number of pa-
pers from the database searching, and N2 is the number of papers resulting
from the snowballing.

Search Strategy

We used the following digital libraries to search for primary studies: ACM
Digital Library [1], IEEE Xplore Digital Library [4], Springer Link Online
Library [11], Wiley Online Library [14], Elsevier ScienceDirect [3], and Sco-
pus [9]. We did not include Google Scholar due to several shortcomings
identified by Halevi et al. [110], namely the lack of quality control and clear
indexing guidelines, as well as the missing support for data downloads.
The following search query was used to locate primary studies in these online
databases:

("opinion mining" OR "sentiment analysis" OR "emotion") AND
("software") AND ("developer" OR "development")

This query has been defined through a trial-and-error procedure performed
by the first author and a discussion among all authors. While Landman
et al. [139] pointed out that adding an “OR” operator to the query may
reduce the number of results in some databases such as IEEE Xplore, we
tested such a feature by comparing the results of queries using the “OR”
with the aggregated results of several queries each one using one of the
search terms in OR. We did not spot any difference, showing that the “OR”
operator is working correctly. We conjecture that the difference with the
observations of Landman et al. [139] can be attributed to an update of the
search engines after their study.
The goal of the query is to retrieve all relevant studies (i.e., high recall)
while keeping reasonable the effort needed to remove false positives in the
subsequent manual analysis. The search terms “opinion mining” and “sen-
timent analysis” have been included since they are often used as synonyms
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[152]. Emotion analysis is also attracting attention in studies dealing with
human aspects of software engineering [192] and, thus, the term “emotion”
was included as well. While opinion mining also includes other aspects such
as humor detection [22], these topics are not commonly studied in software
engineering. Therefore, we do not include the corresponding terms such as
“humor” in our query. Concerning the second part of the query, using the
term “software engineering” to identify relevant studies resulted to be a too
strict searching criterion, while only using “software” resulted in the intro-
duction of too much noise. The (“developer” OR “development”) search
condition allowed to reach a fair balance between the number of papers we
need to manually inspect and the coverage of relevant studies. While we
are aware that some studies might not explicitly include these two terms,
this issue has then been mitigated through a snowballing process explained
later.

On ACM Digital Library and IEEE Xplore, we conduct the search within
its default search box, while in the rest of the databases, due to the large
number of irrelevant results returned, we enforced more restrictions when
searching. We set the search field of Elsevier ScienceDirect and Scopus
to “title, abstract, keywords”, meanwhile the “Subject Area” of Scopus
was limited to “Computer Science” to exclude studies out of our interest.
We only searched “abstract” of Wiley as multiple-field search is not sup-
ported. Also in this case “Computer Science” was used to constrain the
subject. For SpringerLink Online Library, we set the “Discipline” and “Sub-
discipline” to “Computer Science” and “Software Engineering”, obtaining
1,967 papers. Since SpringerLink does not allow search on specific fields,
we crawled meta-information of these 1,967 papers and filtered them by
using our search query in “title, abstract, keywords”. We acknowledge that
enforcing stricter constraints on some databases might lead to the exclu-
sion of relevant studies. However, the backward and forward snowballing
performed later on described significantly mitigates this threat.

Table 2.1: Number of documents returned after searching the databases.

ACM Digital Library 340
IEEE Xplore Digital Library 243

Source Returned Documents

Continued on next page
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Table 2.1: Number of documents returned after searching the databases.
(continued)

Springer Link Online Library 19
Wiley Online Library 29
Elsevier ScienceDirect 46
Scopus 580

Total (Excluding duplicates) 795

Source Returned Documents

Study Selection

Based on the search strategy, we identified relevant studies following a
process involving study filtering and snowballing, as indicated in Fig. 2.1.
N1 indicates the batch of papers coming from the search query at the
end of each step, while N2 shows the number of papers resulting from the
snowballing procedure. The lists of papers after each step of study selection
can be found in our replication package [148]. Table 2.1 summarizes the
search results. After removing duplicates in the documents returned found
in the different databases, we obtained a total of 795 papers.

Table 2.2: Inclusion and Exclusion Criteria

IC1 The paper must be peer-reviewed and published at confer-
ences, workshops, or journals; to only include papers which
have undergone scrutiny by the scientific community.

IC2 The paper must be accessible online (i.e., PDF files available
in the selected databases or through Google Search results);
to ensure the accessibility of the studies.

IC3 The paper must be included in one of our databases; to prevent
including papers from predatory publishing venues. This crite-
rion only applies to the papers collected from the snowballing
process described later.

Inclusion Criteria

Continued on next page
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Table 2.2: Inclusion and Exclusion Criteria (continued)

IC4 The study presented in the paper must be related to soft-
ware development activities (e.g., requirements, design, imple-
mentation, testing, documentation, maintenance, team man-
agement, etc.); to enforce our research scope listed in Sec-
tion 2.1.1.

IC5 The study must adopt at least one opinion mining technique
which automatically extracts opinions from texts; to enforce
as main research subject “opinion mining”.

Exclusion Criteria

EC1 The paper is not in English. Rationale: English is the primary
language for published academic studies.

EC2 The technique presented only works for a language other than
English. Rationale: we aim to ensure the techniques in the
studies are comparable.

EC3 The paper is a duplicate or a conference paper extended into
a journal article. Rationale: we aim to prevent redundancy.

EC4 The paper is not a full research publication (e.g., abstract
only submissions, doctoral symposium articles, presentations,
tutorials, posters, forewords, etc.). Rationale: these artifacts
are not subjected to the same peer-reviewing process as full
research papers.

EC5 The paper does not describe what approach was used to ex-
tract opinions/information. Rationale: studies lacking such
information are often of low quality and do not provide useful
information for answering our RQs.

Inclusion Criteria

Study Filtering. The 795 papers went through a two-step filtering process.
In the first round, we manually inspected the title and the abstract, and
removed unrelated documents. A web app was developed to support this
process (source code available in our replication package [148]). The web
app assigned a batch of papers to filter to each author, who indicated
whether it should be (i) “included in the study”, (ii) “discarded”, or (iii)
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“used as a secondary study”. The last option was used to indicate that
the paper was not a primary study, but rather a literature review, survey or
an article introducing the topic. The selected secondary studies have been
used in the snowballing process to identify additional primary studies. Each
paper was assigned to two of the authors, to reduce the chance that a paper
was discarded by mistake. We observed disagreement on 82 papers, which
were discussed by all of the authors until a consensus was reached. Then,
in the second-round filtering, we downloaded the papers selected as primary
studies and each paper was manually inspected by one author to examine
if they met our inclusion and exclusion criteria (Table 2.2).

At the end of first-round filtering, we obtained 127 papers to include, 662
papers to discard, and 6 papers classified as secondary studies. After the
second-round filtering on the 127 papers to include, 71 papers remained as
primary studies.

Snowballing. Since keyword-based search might result in omitting relevant
studies, we also performed a snowballing-based search on the 127 papers
selected as primary studies and on the 6 papers tagged as secondary studies.
While 56 out of 127 studies were excluded in the second-round filtering,
we still included them in the snowballing process as they might contain
references to papers we are interested in.

We performed both backward and forward snowballing. Backward snow-
balling was performed during the second-round filtering, each paper was
analyzed by one author and the papers in the references which might be
relevant are recorded based on their titles. For forward snowballing, we col-
lected all the papers citing these 133 (127+6) papers from Google Scholar.
In the end, we obtained 1,056 new papers after duplication removal. All
these papers were fed into our paper filtering process. After the first-round
filtering, we marked 268 papers as selected primary studies; and after the
second-round filtering, 114 papers were left. Due to the limited human re-
sources, we only applied snowballing once instead of iteratively. Therefore,
we discarded those papers labeled as “secondary study” identified during our
snowballing process, and no further snowballing was performed on them. In
total, 185 studies are included in our study.



26 CHAPTER 2. LITERATURE STUDY

Table 2.3: Data extraction form.

1 What is the main goal of the whole study? RQ1

2 Does the paper propose a new opinion mining approach? RQ2

3 Which opinion mining techniques are used (list all of
them, clearly stating their name/reference)?

RQ2

4 Which opinion mining approaches in the paper are pub-
licly available? Write down their name and links. If no
approach is publicly available, leave it blank or None.

RQ2

5 What the researchers want to achieve by applying the
technique(s) (e.g., calculate the sentiment polarity of
app reviews)?

RQ2

6 Is the application context (dataset or application do-
main) different from that for which the technique was
originally designed?

RQ3

7 Is the performance (precision, recall, run-time, etc.) of
the technique verified? If yes, how did they verify it and
what are the results?

RQ3,
RQ4

8 What success metrics are used? RQ4

9 Does the paper replicate the results of previous work? If
yes, leave a summary of the findings (confirm/partially
confirms/contradicts).

RQ4

10 Which dataset(s) the technique is applied on? RQ5

11 Is/Are the dataset(s) publicly available online? If yes,
please indicate their name and links.

RQ5

12 Write down any other comments/notes here. -

No. Question Focus

2.3.3 Data Extraction and Analysis

To answer the RQ1-RQ5 defined in Section 2.3.1 and facilitate the data
extraction process, we used the data extraction form in Table 2.3 to collect
necessary information from the selected studies. This step was conducted
together with the “filtering based on full text”. A Web app was developed
to support this activity (source code available in our replication package
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[148]) and each paper was manually reviewed by one of the authors.

Given that all extracted information is in free text, we conducted a manual
coding process for our data analysis after the data extraction process. This
step is important for two reasons: 1) the coding of our extracted informa-
tion can produce indexes for easing our effort in locating relevant studies,
especially considering the large amount of studies we have; 2) the differ-
ent terminologies used by the authors can be unified, which is essential for
answering our RQs.

With the data resulting from the data extraction process, we first identified
whether to include the paper by inspecting the answer to No. 12 in Table 2.3
as we asked the inspectors to take notes here if the paper does not pass
the full-text filtering. Then, we identified: 1) the purpose of study (e.g.,
detecting developers’ emotion/sentiment/politeness expressed in software
artifacts), 2) whether the approach has been customized, 3) the tools used,
4) whether the approach is available, 5) the type of opinion mining tech-
nique (e.g., sentiment polarity analysis), 6) whether the tool is applied in
a context different from its origin, 7) & 8) whether the performance of the
approach has been verified, 10) the type of dataset (e.g., GitHub issue com-
ments), and 11) whether the dataset is available. As we found that very
rarely a study was replicated, therefore we did not collect useful information
from No. 9. Not all the information is available for all papers. We used
the processes defined in ISO/IEC/IEEE 12207:2017 International Standard
[15] for the application domain. More specifically, to identify the relevant
process, we compared the purpose of the study to the outcomes, activi-
ties, and tasks of each process defined in the ISO/IEC/IEEE 12207:2017
Standard document and then selected the process which matches the best.
Additionally, we added the option “team management” to the application
domain along with the existing processes in the standard as it is one of the
most popular topics in opinion mining software engineering studies, which
focuses on developers instead of specific development processes.

Papers excluded by second-round filtering were also included in the coding
process, this is to confirm the decision of exclusion based on ICs and ECs as
each paper was inspected by one author. In total, 395 papers were included
in our coding. At first, we selected first 23 papers in our database for the
trial coding (20 out 23 are determined to be included in our study), which
was performed by the first two authors. The rest of the authors participated
in the discussion until agreement was reached. Then, we equally distributed
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other 156 papers to all of the authors, namely on average each author
was assigned to 26 different papers for reviewing. As there are several
open-ended questions to answer during information retrieval (e.g., what the
researchers want to achieve by applying the technique(s)?), to reduce the
duplicate codes written in different ways, we discussed the codes emerged
from the output of this round and unified the phrases expressing same
meanings. Finally, we equally distributed the remaining 216 papers to all
the authors and finished our coding process. The first author double checked
all the coded information and performed the final data organization. While
our coded data already provides extensive useful information, we checked
the original papers for more detailed information if needed when answering
RQ1-RQ5.

To answer RQ6, we inspect the papers proposing or evaluating opinion
mining techniques, as we are more interested in the concerns/limitations
supported by evidence instead of those based on assumptions. Each paper
was manually inspected independently by two of the authors, who extracted
insights when the following criteria were satisfied:

• They should be explicitly indicated in the results, discussions, or con-
clusions.

• They should be relevant to customizing/adopting opinion mining ap-
proaches in software engineering.

• They should be supported by data (namely, those proposed without
evidence should be discarded).

• They should not describe tool-specific optimizations such as parame-
ter tuning.

We merged the concerns/limitations extracted by the authors and discarded
duplicated ones. That is, we removed the same insights from the same pa-
per, but those similar/identical insights were kept if they were extracted
from different papers. The extracted insights were then manually catego-
rized based on topic similarity.

2.4 Results
The following section discusses the results of the literature review per re-
search question.
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2.4.1 RQ1: In which software engineering activities has opin-
ion mining been applied?

For RQ1, we categorized and summarized the papers that apply opinion
mining to software engineering activities.

Table 2.4: Software engineering activities in which opinion mining is applied.

Design Definition Process

Assessing techniques/services for
system implementation

[P99], [P166], [P66], [P62], [P14]

Knowledge Management Process

Identifying developers’ assumptions
/ rationale from communication

[P95], [P9]

Mining usage knowledge regarding
techniques

[P151], [P182], [P3], [P169],
[P167], [P43], [P94]

Quality Assurance Process

Evaluating software quality from
crowd source

[P145],[P61]

Evaluating general user satisfaction [P177], [P112], [P60], [P37], [P10],
[P176], [P35], [P174]

Evaluating user satisfaction toward
specific product aspects

[P152], [P119],[P48], [P29],
[P185], [P168], [P51], [P107],
[P75], [P92], [P180], [P88], [P50],
[P105], [P121], [P98], [P103],
[P144], [P53], [P124], [P58],
[P11], [P143], [P102], [P181],
[P183], [P63], [P85]

Identifying issues / requests from
developer discussions / issue re-
ports

[P160], [P134], [P118], [P83],
[P38]

Activity Relevant Papers

Continued on next page
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Table 2.4: Software engineering activities in which opinion mining is applied.
(continued)

Identifying issues / requests/other
information from user feedback

[P114], [P136], [P153], [P108],
[P135], [P55], [P25], [P33], [P87],
[P140], [P162], [P46], [P56],
[P171], [P45], [P150], [P65], [P76],
[P90], [P117], [P115], [P77], [P13],
[P22], [P116], [P59], [P6], [P86]
[P125], [P165], [P42], [P184]

Stakeholder Needs and Require-
ments Definition Process

Identifying and evolving require-
ments from other products

[P104], [P101], [P79], [P28]

Identifying and evolving require-
ments from user feedback

[P8], [P80], [P21], [P57], [P139],
[P106], [P30], [P122], [P78],
[P178], [P18], [P7], [P159], [P93]

Identifying requirements from re-
quirement artifacts

[P1], [P89], [P2]

Acquiring deeper understanding of
requirements

[P142], [P155]

Team Management

Relating emotion / sentiment / po-
liteness to performance/behavior.

[P24], [P161], [P110], [P156],
[P147], [P179], [P17], [P129],
[P148], [P47], [P97], [P96], [P32],
[P163], [P64]

Activity Relevant Papers

Continued on next page
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Table 2.4: Software engineering activities in which opinion mining is applied.
(continued)

Detecting emotion / sentiment /
politeness expressed in software ar-
tifacts

[P54], [P26], [P52], [P34],
[P141],[P157], [P44], [P172],
[P131], [P5], [P39], [P132],
[P173], [P12], [P82], [P137],
[P49], [P138], [P70], [P91],
[P120], [P130], [P158], [P36],
[P123], [P69], [P113], [P164],
[P31], [P41], [P175], [P40]

Evaluating the trust among team
members

[P149], [P27]

Activity Relevant Papers

Table 2.4 lists all of these categorizes, and the relevant papers belonging to
each activity.

Design Definition Process

These activities aim to provide detailed information about the elements
which can be used to enable the implementation.

Assessing techniques/services for system implementation. Studies
have been conducted to mine opinions from online resources to evaluate the
strengths and weaknesses of techniques/services. Uddin & Khomh [P166]
and Lin et al. [P99] mined Stack Overflow discussions to extract opinions
regarding the pros and cons of adopting certain APIs based on different
aspects (e.g., usability, compatibility). Not limited to only APIs, Huang
et al. [P62] also leveraged Stack Overflow discussions to compare different
techniques (e.g., Ant vs Maven). The aspects they used were automatically
generated by topic modeling techniques, thus being less structured. Ikram
et al. [P66] mined tweets to assist in open source software adoption by an-
alyzing developers’ sentiment regarding various aspects. A similar approach
has been applied by Ben-Abdallah et al. [P14] to online reviews to help
developers select proper cloud service.
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Knowledge Management Process

These activities aim to provide opportunities to reuse the existing knowledge
about development process, skills and system elements.

Identifying developers’ assumptions/rationale from communication.
Li et al. [P95] analyzed discussions from mailing lists to identify assumptions
(e.g., a developer guessing what requirements users might have).

This knowledge can be used to infer the rationales behind certain design
choices. With similar goals, Alkadhi et al. [P9] identified issues, potential
solutions and relevant arguments from development chat messages.

Mining usage knowledge regarding techniques. Several studies have
focused on retrieving knowledge about the usage of APIs from online dis-
cussions. For example, by analyzing Stack Overflow posts, Uddin et al.
[P167] documented how APIs are used and Wang et al. [P169] extracted
tips for using APIs. Being wary of potential bad programming practice
in the automatically retrieved code examples, Serva et al. [P151] identi-
fied those examples associated with discussions having negative sentiment.
Other studies have investigated the negative aspects of APIs. For instance,
Zhang and Hou [P182] identified discussions on API features from forums
which contain negative sentiment. Meanwhile, Ahasanuzzaman et al. [P3]
and Li et al. [P94] identified sentences on Stack Overflow mentioning API
issues and negative caveats, respectively. From a coarse-grained level, Fucci
et al. [P43] classified Stack Overflow posts into 12 types of knowledge, such
as functionality, quality, and example.

Quality Assurance Process

These activities aim to identify the issues which might harm software qual-
ity and ensure quality requirements are fulfilled. It is worth noting that
sometimes the identified issues during these activities can be further pro-
cessed to refine the requirements, which is highly relevant to the activities
in the category “Stakeholder Needs and Requirements Definition Process”.
However, in the studies below, such concrete requirement extraction is not
conducted.

Evaluating software quality from crowd source. Rahman et al. [P145]
extracted opinions about quality or issues of the code from Stack Overflow
posts to recommend insightful comments for source code. Hu et al. [P61]
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analyzed user comments of the same apps from different platforms to eval-
uate whether the hybrid development tools, which use a single codebase
across platforms, manage to deliver products with similar user-perceived
quality.

Evaluating general user satisfaction. Studies have been conducted to
understand users’ sentiment toward software products by mining their feed-
back from app reviews [P112, P60], tweets [P177] or free text reviews from
other sources [P37, P10]. Durelli et al. [P35] took a further step to in-
vestigate whether automated tests in mobile apps impact the overall user
satisfaction. Some researchers have investigated the sentiment in support
tickets [P176, P16, P174] to reduce ticket escalations and ensure customer
satisfaction. These studies do not look into customer feedback from a more
fine-grained perspective (e.g., quality aspects, features).

Evaluating user satisfaction toward specific product aspects. Many
studies [P152, P48, P168, P51, P107, P75, P180, P88, P105, P121, P53,
P124, P58, P143, P102, P63, P183, P181] have classified mobile app re-
views into different categories based on the features (e.g., tracking calories),
topics (e.g., app theme) or quality aspects (e.g., usability), and then ana-
lyzed the sentiment users expressed in these reviews to understand whether
the customers are satisfied with the products. A similar technique was also
applied to tweets [P29, P50, P121, P98, P103, P11], Google research re-
sults [P185], SourceForge user reviews [P144], and online technical review
articles [P92]. Keertipati et al. [P85] converted sentiment toward product
features into priorities of mobile app feature development, instead of directly
presenting it.

Identifying issues/requests from developer discussions/issue reports.
Developer discussions in emails [P160] and issue reports [P134, P83, P38]
have been analyzed to identify bugs and feature requests. Munaiah et al.
[P118] inspected code reviews to identify possibly missed vulnerabilities.

Identifying issues/requests/other information from user feedback.
Researchers have proposed classifiers to cluster mobile app reviews into
different categories (e.g., feature request, problem discovery, information
seeking, user experiences) [P136, P153, P119, P108, P135, P55, P33, P87,
P140, P56, P150, P65, P76, P90, P77, P22, P116, P6]. While in dif-
ferent studies the proposed categories can be slightly different, the clas-
sified feedback can be further analyzed to identify potential issues, im-
provement, and new features. A similar approach was applied to tweets
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[P162], user forums [P86, P117] and OSS mailing-lists [P117]. Some
studies have specifically focused on identifying types of issues in app re-
views [P114, P46, P171, P45, P25, P165, P13, P184, P42], while oth-
ers categorize those reviews into different categories concerning quality
(e.g., privacy, usability) or topics without explicitly pointing out the issues
[P59, P115, P125].

Stakeholder Needs and Requirements Definition Process

These activities aim to help define or refine requirements.
Identifying and evolving requirements from other products. Liu et al.
[P104] and Jiang et al. [P79] mined app descriptions to extract require-
ments related information and recommend new features, while Liu et al.
[P101] supported a similar task but only focused on permission-related re-
quirements. Instead of app descriptions, Dalpiaz and Parente [P28] analyzed
app reviews of competitors to suggest new features.
Identifying and evolving requirements from user feedback. Mobile
app reviews are an important source for requirements elicitation. Several
studies have mined app reviews to extract either functional or non-functional
requirements [P21, P139, P106, P30, P78, P159]. Similar techniques were
also applied to reviews in the format of tweets [P8, P57, P122, P178, P7,
P80], Facebook posts [P7], peer-to-peer online review site [P18], and feature
requests on SourceForge [P93].
These activities differ from those to “identify issues/requests/other informa-
tion from user feedback”, as the latter do not aim at eliciting requirements,
but rather at assessing the quality of the currently implemented ones.
Identifying requirements from requirement artifacts. Kurtanovic and
Maalej [P89] trained a classifier to categorize requirements into functional
and non-functional (usability, security, operational, performance). Abad
et al. [P2] proposed an approach to extract text from requirements and
identify the non-functional requirements related to usability, operability, and
performance. They also implemented a prototype ELICA as a mobile app
and conducted a case study to illustrate how it might work in real-life
scenarios [P1].
Acquiring deeper understanding of requirements. Shi et al. [P155]
created an approach to classify sentences in feature requests into six dif-
ferent categories (i.e., intent, explanation, benefit, drawback, example, and
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trivia). Portugal and do Prado Leite [P142] used sentiment analysis to
extract interdependencies among non-functional requirements, focusing on
the relationship between the usability-related requirements as well as the
requirements of other quality attributes.

Team Management

These activities aims to understand developers’ behavior and performance.

Relating emotion/sentiment/politeness to performance/behavior. The
relationship between developers’ feelings and their performance or behavior
has been widely studied, including the impacts of developers’ sentiment,
emotions, and attitudes on bug/issue fixing efficiency [P179, P129, P32,
P64], build success of continuous integration [P161], issue reopening [P24],
routine change [P147], activeness of participation [P47, P96], likelihood of
introducing bugs [P163], leadership [P17], and productivity [P110, P97].
Reversely, the impact of refactoring activities [P156] and user feedback
[P148] on developers’ sentiment were also studied.

Detecting emotion/sentiment/politeness expressed in software arti-
facts. Several researchers have looked into the feelings of developers ex-
pressed in various software artifacts. For example, the sentiment polarity
detection (i.e., identifying whether a developer is expressing positive or neg-
ative feelings) was applied to code review comments [P12, P138, P137],
emails [P54, P137, P39, P91, P164, P41, P40, P5, P49], issue reports
[P54, P31, P34, P82, P137, P130], commit messages [P52, P157, P70,
P69], commit or pull request comments [P158, P141], requirements doc-
uments [P175], and project reports [P113]. Emotions, such as anger, joy,
and fear, were detected in issue reports [P44, P131, P132, P120, P31] and
GitHub comments [P172, P173, P123]. Specifically, Elbert et al. [P36]
detected confusion in code reviews. The politeness of developers was also
evaluated in issue reports [P131, P31, P130].

Evaluating the trust among team members. Sapkota et al. [P149] and
Maldonado da Cruz et al. [P27] proposed new approaches for estimating
trust between developers, leveraging developer interactions and sentiment
embedded in pull request or commit comments.
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2.4.2 RQ2: What publicly available opinion mining tools have
been adopted/developed to support these activities?

To answer this RQ, we list all the publicly available opinion mining tools we
found in the subject software engineering studies. We classify these tools
into two major categories: 1) tools for sentiment polarity/emotion/polite-
ness/trust analysis, and 2) tools for artifact content analysis. It is worth
noting that while some of these tools are not specifically designed for pro-
cessing software-related tasks, they are widely used by software engineering
researchers. We consider a tool as designed for SE data if it was proposed
and evaluated on artifacts generated during software development (e.g.,
developers’ discussions, documentation) by the original authors.

Sentiment polarity/Emotion/Politeness/Trust Analysis

Table 2.5: Opinion mining tools for sentiment polarity/emotion/polite-
ness/trust analysis. “*” denotes commercial tools.

Sentiment Polarity Detection

SentiStrength [264] No social media texts
NLTK [118] No social media texts
Stanford CoreNLP [243] No movie reviews
Watson Natural Language
Understanding* [13]

No unknown

Microsoft Azure Text Analyt-
ics* [7]

No unknown

TextBlob [12] No unknown
Affin [187] No social media texts
USent [205] No TED talk user comments
Syuzhet [5] No unknown
Pattern [242] No unknown

Technique Designed
for SE

Based on

Continued on next page
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Table 2.5: Opinion mining tools for sentiment polarity/emotion/polite-
ness/trust analysis. “*” denotes commercial tools. (continued)

Rosette* [8] No unknown
Aylien* [2] No unknown
Narayanan et al., 2013 [184] No movie reviews
SentiStrength-SE [P74] Yes issue reports
Senti4SD [P19] Yes Stack Overflow posts
SEntiMoji [P23] Yes issue reports, Stack Overflow

posts, code reviews
SentiSW [P34] Yes issue reports
SentiCR [P4] Yes code reviews
SentiSE [10] Yes code reviews

Emotion Detection

LIWC* [6] No unknown
TensiStrength [262] No social media texts
DEVA [P73] Yes issue reports
MarValous [P68] Yes Stack Overflow posts, issue

reports
EmoTxT [P20] Yes StackOverflow posts, issue

reports
NTUA-SLP [33] No social media texts

Politeness Detection

politeness tool [69] Yes Wikipedia and Stack Ex-
change

Trust Estimation

Trust-Framework [P27] Yes GitHub projects

Technique Designed
for SE

Based on

Tools in this category (Table 2.5) are mainly used to analyze the feelings ex-
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pressed by developers. More specifically, sentiment polarity detection tools
predict whether a text contains positive, neutral or negative sentiment. As
these tools have been comprehensively compared and evaluated, we kindly
invite the readers to refer to Section 2.4.4 for more information regarding
their strengths and weaknesses. Emotion detection tools can extract de-
velopers’ emotions from the texts, with different tools being able to detect
different types of emotions. For example, DEVA [P73] and MarValous [P68]
can detect four emotional states (i.e., excitement, stress, depression, and
relaxation), while TensiStrength1 [262] is used to estimate the strength of
stress and relaxation. EmoTxT [P20], instead, can detect whether a text
contains the following emotions: joy, love, surprise, anger, sadness, and fear.
In addition to what EmoTxT [P20] is capable to detect, NTUA-SLP [33]
can also detect if optimism, or pessimism is expressed in the texts, as well
as other emotions, i.e. disgust, anticipation, and trust. While these tools
in general have good performance, several limitations have been reported.
For example, EmoTxT has a relatively low precision and recall for identify-
ing surprise, while NTUA-SLP demonstrated mixed results when predicting
the intensity of the emotions. Other issues include the difficulty of han-
dling negations, irony, and sarcasm (DEVA), processing texts with mixed
emotions (TensiStrength), and training on a balanced dataset (MarValous).
LIWC [6] calculates the percentage of words falling into 90 different di-
mensions and summarize them into four different perspectives: analytical
thinking, clout, authenticity, and emotional tone. However, while LIWC is
easy to use and provides a broader range of social and psychological insights,
the fact of being a commercial software hinders the adaption and further
extention of the tool. Currently, there are not many tools available for mea-
suring the politeness of the text (politeness tool [69]). Unlike other tools
which take as input texts, Trust-Framework [27] takes a GitHub repository
and calculates the trust score among developers. However, the estimated
trust scores have not been verified in real team projects.

1TensiStrength can be used with its online demo. Standalone tools is also available
for free upon request for academic purposes.
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Artifact Content Analysis

Table 2.6: Publicly available tools for artifact content analysis.

LDA [39] automatically extracts topics from texts English
documents

TwitterLDA
[299]

automatically extracts topics from texts social me-
dia texts

ARdoc
[P136]

identifies app reviews related to information
giving, information seeking, feature request,
and problem discovery

mobile app
reviews

Ticket-
Tagger
[P83]

classifies issue reports into bug, enhance-
ment, and question

issue
reports

SURF
[P159]

identifies app reviews related to information
giving, information seeking, feature request,
and problem discovery; summarize app re-
views based on topics

mobile app
reviews

MARC 3.0
[P76, P77,
P78]

identifies app reviews related to bug reports
and feature requests; identify topics for func-
tional requests; classify non-functional re-
quests into dependability, reliability, perfor-
mance, and supportability

mobile app
reviews

RE-SWOT
[P28]

analyzes app reviews to suggest new features mobile app
reviews

DeepTip
[P169]

extracts API usage tips Stack
Overflow
posts

POME
[P99]

classifies sentences referring to APIs into
seven quality aspects (e.g., performance, us-
ability) and determine their sentiment polar-
ity

Stack
Overflow
posts

Techniques Functionality Based on

Tools in this category (Table 2.6) are mainly used to identify the topics
or categories of texts from software artifacts. The topics/categories can



40 CHAPTER 2. LITERATURE STUDY

be either automatically generated (LDA [39] and TwitterLDA [299]), or
pre-defined (all the rest). Those tools without pre-defined categories are
borrowed from other domains, while the rest are specifically designed for
software engineering tasks.

LDA [39] and TwitterLDA [299] are based on Bayesian model. Both of these
two tools take a collection of texts as input and output the potential topics
of the texts. However, a drawback would be the necessity of knowing the
dimension of topics in advance. ARdoc [P136], SURF [P159], MARC 3.0
[P76, P77, P78], and RE-SWOT [P28] are the tools for user review analysis.
More specifically, given the user reviews, these tools can be used to classify
the reviews into different categories such as feature request and problem
discovery (ARdoc, SURF, MARC 3.0), associate reviews to different top-
ics (SURF), identify different types of non-functional requirements such as
performance and usability (MARC 3.0), and extract features classified in
strengths, weaknesses, threats, and opportunities (RE-SWOT). While these
tools achieve good performance in classifying app reviews based on their
categories, several limitations exist. For example, the topic categorization
can be coarse-grained (ARdoc). Meanwhile, MARC 3.0 uses only textual
information, ignoring other potentially useful meta information such as star
ratings and submission time of review. Tools like RE-SWOT do not con-
sider the trend over time, hence the users might not know if some issues
have already been addressed. Ticket-Tagger [P83] takes GitHub issues and
label them into different categories including bug report, enhancement, and
question. However, the recall for enhancement is relatively lower than that
of other classes, and there are relatively higher number of false positives for
detecting questions. DeepTip [P169] and POME [P99] both analyzed Stack
Overflow posts. The former extracted tips on API usage while the latter
categories API-related sentences into different quality attributes (e.g., per-
formance, compatibility) and sentiment polarities. While both tools achieve
high precision, POME reported a relatively low recall for identifying quality
attributes.

Extra Information Related to the Opinion Mining Tools

The results presented in this section provide researchers and developers a
reference to the tool they might be able to use in their work. However,
we acknowledge that readers might want to have a better understanding
of these tools. Therefore, we collected the following information from the
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original papers proposing these tools: (1) the link to the paper; (2) the link
to the tool; (3) the input of the tool; (4) the output of the tool; (5) the
core technique used in the tool; (6) the advantages of the tool; and (7) the
limitations of the tool. This information can be found in the “supplementary
results” page of our online replication package [148]. These supplementary
results do not include tools for sentiment polarity analysis, as these tools
have the same input and output, and they are extensively compared in the
literature (as shown in Section 2.4.4).

2.4.3 RQ3: How often do researchers evaluate the reliability
of opinion mining tools when they adopt the tools out-
of-the-box?

As using opinion mining tools from other domains without performance
validation might yield unreliable conclusions [P81], we are interested to see
whether software engineering researchers consider addressing this concern
when adopting opinion mining tools developed by others and use them to
analyze their data. Table 2.7 lists the tools adopted by other researchers,
how often they are used in a domain different from the one they have been
designed for, and how often the performance is verified when it is used in
a different domain. Here, a “different domain” refers to the fact that the
type of data in the study is different from that used to customize the tool.
For example, Stack Overflow posts and mobile app reviews are considered
as a different type of data, despite the fact that they both belong to the
“software engineering” domain. In this table, we do not count the cases
when the tools are only used to compare the performance with other tools
and not chosen as the final tool to support software development activities
defined in Section 2.4.1. To obtain the raw data for this RQ (i.e., the list of
papers involved in this RQ and their corresponding performance verification
information), please visit the “supplementary results” page of our online
replication package [148].
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Table 2.7: Number of tools being adopted, used in different domains, and
how often their performance is verified.

SentiStrength [264] 15 15 (2/13)
politeness tool [69] 5 5 (0/5)
LDA [39] 3 3 (0/3)
NLTK [118] 3 3 (0/3)
LIWC [6] 3 3 (0/3)
Senti4SD [P19] 3 3 (1/2)
Stanford CoreNLP [243] 2 2 (0/2)
SentiStrength-SE [P74] 2 1 (0/1)
Watson Natural Language
Understanding [13]

1 1 (0/1)

Rosette [8] 1 1 (0/1)
TwitterLDA [299] 1 1 (0/1)
SentiSE [10] 1 0 (0/0)
Pattern [242] 1 1 (0/1)
Aylien [2] 1 1 (0/1)
Syuzhet [5] 1 1 (0/1)
EmoTxT [P20] 1 0 (0/0)

Tool # Adopted # Used Differently (#
Verified / # Unverified)

As it can be seen from Table 2.7, in most of the cases these tools are used in
a domain different than the one they have been designed for. What is con-
cerning is that very few researchers try to validate whether these tools can
actually produce reliable results in the context of their study. SentiStrength
[264] is the most popular opinion mining tool in our subject papers, and of
the 15 studies using it in a different context only in 2 cases its performance
has been assessed before using it. This is even more problematic since
general-purpose sentiment analysis tools such as SentiStrength have been
shown to be unreliable in the software engineering context [P81].
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2.4.4 RQ4: Which opinion mining techniques have been com-
pared in terms of performance and in what contexts?

Table 2.8: Performance comparison of sentiment polarity detection tools.
Underlined tools has the best performance based on the adopted
metric, and tools in bold face are proposed in the literature.

issue reports

SentiStrength, SentiStrength-SE, SentiCR,
Senti4SD, SEntiMoji [P23]

overall accuracy

SentiStrength, SentiStrength-SE, SentiCR, Senti4SD
[P128]

micro-average F1

SentiStrength, Alchemy (Watson NLU), NLTK,
Stanford CoreNLP [P81]

weighted kappa

SentiStrength, NLTK, Watson NLU, Microsoft Text
Analytics API [P84]

weighted kappa

SentiStrength, SentiStrength-SE, SentiSW [P34] overall accuracy
SentiStrength, SentiStrength-SE, NLTK, Stanford
CoreNLP [P74]

overall F1

SentiStrength, SentiStrength-SE, NLTK, Stanford
CoreNLP [P100, P146, P109]

overall accuracy

SentiStrength-SE, Senti4SD, EmoTxT [P72] overall accuracy

Stack Overflow posts

SentiStrength, SentiStrength-SE, SentiCR,
Senti4SD, SEntiMoji [P23]

overall accuracy

SentiStrength, SentiStrength-SE, SentiCR, Senti4SD
[P128]

micro-average F1

SentiStrength, SentiStrength-SE, SentiCR, Senti4SD
[P166]

micro-average F1

SentiStrength, SentiStrength-SE, Senti4SD [P19] overall F1

Compared Tools Adopted Metric

Continued on next page
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Table 2.8: Performance comparison of sentiment polarity detection tools.
Underlined tools has the best performance based on the adopted
metric, and tools in bold face are proposed in the literature.
(continued)

SentiStrength, SentiStrength-SE, NLTK, Stanford
CoreNLP [P100, P146, P109]

overall accuracy

SentiStrength-SE, Senti4SD, EmoTxT [P72] overall accuracy

code reviews

SentiStrength, SentiStrength-SE, SentiCR,
Senti4SD, SEntiMoji [P23]

overall accuracy

SentiStrength, SentiStrength-SE, SentiCR, Senti4SD
[P128]

micro-average F1

SentiStrength, SentiStrength-SE, SentiCR, Senti4SD
[P12]

micro-average F1

SentiStrength, SentiCR, NLTK, Afinn, TextBlob,
USent, Vivekn [P4]

overall accuracy

SentiStrength-SE, Senti4SD, EmoTxT [P72] overall F1

GitHub comments

SentiStrength, SentiCR, Senti4SD, Alchemy (Wat-
son NLU), NLTK, Stanford CoreNLP [P67]

weighted kappa

mobile app reviews

SentiStrength, SentiStrength-SE, NLTK,
Stanford CoreNLP [P100, P146, P109]

overall accuracy

Compared Tools Adopted Metric
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Table 2.9: Performance comparison of emotion detection tools. Underlined
tools has the best performance based on the adopted metric, and
tools in bold face are proposed in the literature.

issue reports

TensiStrength, DEVA [P73] average F1

issue reports + Stack Overflow posts (mixed)

DEVA, MarValous [P68] average F1

Compared Tools Adopted Metric

Table 2.8 and Table 2.9 present the performance comparisons of sentiment
polarity analysis tools and emotion detection tools, respectively. It is worth
noting that while EmoTxT [P20] is a tool for emotion detection, the com-
parison in [P72] was made by mapping emotion states to sentiment polarity
(e.g., joy is considered positive). The studies in the table are categorized
based on the data type used in the performance evaluation. The tool with
the best performance is underlined and the metric used is also indicated.
As artifact content analysis tools often deal with different tasks, their per-
formance cannot be directly compared in most of the cases, therefore, no
such comparisons can be found for those publicly available tools.

From Table 2.8 we can see that overall, the tools customized on software
related data usually perform better than tools created for general domains.
While the performance of different sentiment polarity analysis tools is widely
compared on issue reports, Stack Overflow posts, and code reviews, more
attention should be given to GitHub comments and mobile app reviews. The
performance on these two types of data has not been verified for the latest
development of sentiment polarity analysis tool (e.g., SEntiMoji).

While an overall performance comparison result is given in the table, in prac-
tice tool users might have specific focus and preference. For example, when
the amount of data is huge, precision might be more important than recall
to avoid noise. Another scenario is when analyzing users’ complaints from
app reviews, a tool which can better identify negative sentiment is preferred.
Therefore, to allow readers to check specific metrics, we have aggregated
the comparison results for different metrics, which can be found on the
“supplementary results” page of our replication package [148].
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2.4.5 RQ5: Which datasets are available for performance eval-
uation of opinion mining techniques in software-related
contexts? How are they curated?

Table 2.10: Datasets available for sentiment polarity/emotion/politeness
detection.

DS1 Ortu et al., 2016
[P133]

JIRA issue comments 4,000 sentences

Data distribution: love (187) / joy (158) / sadness (321) /
surprise (28) / anger (340)

DS2 Ebert et al., 2017
[P36]

Gerrit code reviews 792 comments

Data distribution: confusion (156) / no confusion (636)

DS3 Williams & Mah-
moud, 2017 [P177]

tweets 1000 tweets

Data distribution: negative (493) / positive (359) / frustration
(209) / dissatisfaction (133) / bug report (218) / satisfaction
(182) / anticipation (42) / excitement (131)

DS4 Ahmed et al., 2017
[P4]

Gerrit code reviews 1,600 comments

Data distribution: negative (398) / non-negative (1202)

DS5 Calefato et al., 2018
[P19]

Stack Overflow posts 4,423 posts

Data distribution: positive (1527) / negative (1202) / neutral
(1694)

DS6 Novielli et al., 2018
[P127]

Stack Overflow posts 4,800 posts

Data distribution: love (1,220) / joy (491) / anger (45) / sadness
(882) / fear (230) / surprise (106) / neutral (2,841)

DS7 Islam & Zibran, 2018
[P73]

JIRA issue comments 1,795 comments

Data distribution: excitement (411) / stress (252) / depression
(289) / relaxation (227) / neutral (616)

Dataset ID Presented by Data Type Data Scale

Continued on next page



2.4. RESULTS 47

Table 2.10: Datasets available for sentiment polarity/emotion/politeness
detection. (continued)

DS8 Ding et al., 2018
[P34]

GitHub comments 3,000 comments

Data distribution: positive (597) / negative (405) / neutral
(1,998)

DS9-1 Lin et al., 2018 [P100] mobile app reviews 341 sentences

Data distribution: positive (186) / negative (130) / neutral (25)

DS9-2 Lin et al., 2018 [P100] Stack Overflow posts 1,500 sentences

Data distribution: positive (178) / negative (131) / neutral
(1,191)

DS10 Kaur et al., 2018
[P84]

JIRA issue comments 500 comments

Data distribution: positive (109) / neutral (226) / negative (53) /
contradictory (112)

DS11 Imtiaz et al., 2018
[67]

Github comments 589 comments

Data distribution: [politeness] polite (194) / neutral (395);
[sentiment polarity] positive (93) / neutral (419) / negative (73)
/ sarcasm (4)

DS12 Sapkota et al., 2020
[P149]

Github comments 616 comments

Data distribution: strongly positive (23) / weakly positive (251) /
neutral (194) / weakly negative (126) / strongly negative (22)

Dataset ID Presented by Data Type Data Scale

We present the datasets that can be used by researchers to evaluate or
customize opinion mining techniques for software engineering tasks. More
specifically, we list in which paper the dataset was presented, which type
of dataset were used, the number of data points in the dataset, the cate-
gories used in the dataset, and the number of data points falling into each
category. We separate these datasets based on what purpose they can be
used for: 1) datasets for sentiment polarity/emotion/politeness detection
(Table 2.10), and 2) datasets for sentiment artifact content analysis (Ta-
ble 2.11). If several datasets are presented in one paper, their dataset ID
would be formatted as “DSN-X”, where X denotes the index of the dataset
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in the paper (e.g., DS9-1 refers to the first dataset in paper #9). It is worth
noting that we do not include datasets whose download link is no longer
valid or whose access needs to be requested to the authors. The original
paper of DS1 presents three groups of data, all with manually annotated
emotions. However, in the first two groups of the data, only raw annota-
tions were given (i.e., emotions assigned by different annotators) and the
conflicts were not resolved. Therefore, here we only include the data in
group 3 in which the conflicts were addressed by the authors.

Table 2.11: Datasets available for sentiment artifact content analysis.

DS13 Chen et al., 2014
[P22]

mobile app reviews 12,000 sentences

Data distribution: informative (4212) / non-informative (7788)

DS14 Maalej et al., 2016
[P108]

mobile app reviews 4,400 reviews

Data distribution: bug reports (378) / feature requests (299) /
user experiences (737) / ratings (2721)

DS15 Williams & Mah-
moud, 2017 [P178]

tweets 4,000 tweets

Data distribution: bug reports (1,061) / user requirements (949)
/ others (1,990)

DS16 Liu et al., 2018 [P101] mobile app
descriptions

923 sentences

Data distribution (related app permission): contact (208) / record
(151) / location (564)

DS17 Jha & Mahmoud,
2018 [P77]

mobile app reviews 2,912 reviews

Data distribution: bug report (1,340) / feature request (801) /
other (771)

DS18-1 Jiang et al., 2019
[P79]

mobile app
descriptions

533 sentences

Data distribution: dataset labeled with features; statistics not
available here due to the large number of features

Dataset ID Presented by Data Source Data Scale

Continued on next page
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Table 2.11: Datasets available for sentiment artifact content analysis.
(continued)

DS18-2 Jiang et al., 2019
[P79]

mobile app
descriptions

2,152 sentences

Data distribution: feature (1,073) / no feature (1,079)

DS19 Fucci et al., 2019
[P43]

API documentation
pages

100 pages

Data distribution: functionality (89) / concept (29) / directives
(41) / purpose (28) / quality (17) / control (27) / structure (24)
/ patterns (22) / codeExamples (36) / environment (16) /
reference (12) / nonInformation (23)

DS20 Jha & Mahmoud,
2019 [P78]

mobile app reviews 7,100 reviews

Data distribution: dependability (1,252) / usability (1,576) /
performance (202) / supportability (677) / miscellaneous (4,024)

DS21 Wang et al., 2019
[P169]

Stack Overflow posts 6566 para-
graphs(Para)
/ 11,379 sen-
tences(Sent)

Data distribution (whether containing API tips): Tip-Para (1,101)
/ No Tip-Para (5,465) / Tip-Sent (1,110) / No Tip-Sent (10,269)

DS22 Khan et al., 2019
[P86]

Reddit forum posts 712 statements

Data distribution: Feature (46) / Claim-Supporting (211) /
Claim-Attacking (129) / Claim-Neutral (175) / Issue (68) /
alternative (80)

DS23 Lin et al., 2019 [P99] Stack Overflow posts 2,165 sentences

Data distribution: community (13) / compatibility (87) /
documentation (71) / functional (411) / performance (56) /
reliability (87) / usability (230) / none (1,138)

Dataset ID Presented by Data Source Data Scale

Most of the datasets included have been manually labeled by at least two
evaluators, however, how conflicts were resolved varies. DS1, DS14, DS18-
1, DS18-2, DS20, and DS21 were labeled by three evaluators, a label was
assigned only when at least two of them agreed, thus no extra process was
needed to resolve the disagreements. Similarly, DS5, DS6, DS13, DS15,
and DS17 were also labeled by three people, but when conflicts emerged
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after labeling, a majority voting criterion was applied. It is worth noting
for DS5, if opposite labels were provided, the corresponding data point
was discarded. DS2, DS4, DS7, DS8, DS11, and DS16 were labeled by
4, 3, 3, 2, 2, and 2 evaluators, respectively. Discussion sessions were held
afterwards to determine the final labels for those data points with conflicted
labels. DS2 also discarded those data points on which no agreement could
be reached. For DS9-1, DS9-2, and D23, each data point was labeled by
two people. When there was a disagreement, the final label was decided
by a third person. Similarly, DS19 were labeled by two Ph.D. students,
and the conflicts were resolved by two of the authors other than the two
students. Four evaluators labeled each data point of DS10, and the dataset
used the label “contradictory” to annotate the conflicts. For DS12, the first
100 data points were labeled by two people, as the agreement was reached,
the remaining data points were labeled by only one person. We are not
able to identify how conflicts were resolved for D3 and D22, while we know
that these datasets ware labeled by two evaluators. For D22, the authors
mentioned that a guideline (publicly available online) was given to minimize
disagreements.

2.4.6 RQ6: What are the concerns raised or the limitations
encountered by researchers when using/customizing opin-
ion mining techniques?

In this RQ, we discuss the concerns and the limitations of using and cus-
tomizing opinion mining tools for software engineering tasks. Meanwhile,
we discuss the potential directions to address these issues.

Using/Customizing tools for sentiment polarity/emotion/politeness/trust
analysis

We identify the following concerns/limitations and potential solutions:

Tool performance is often unsatisfactory. Researchers have found that
when applying sentiment polarity and emotion analysis tools on software-
related data, the accuracy of their output is often unsatisfactory when
the domain of application is not the one the tools have been designed
for [P100, P81, P182, P148, P67, P84]. What is more concerning is that
these tools even do not agree each other, meaning the results or conclusions
might change by applying different tools on the same data [P81]. Similar
issues also hold for emotion analysis tools [P170] and politeness detection
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tools [P67] developed in other domains. Therefore, we recommend that
when adopting opinion mining tools designed for non-software engineering
contexts, researchers carefully evaluate the reliability and suitability of these
tools, as suggested by [P100, P128].

One common reason for sentiment polarity misclassification is the domain-
specific vocabulary [P16, P50, P126]. For example, the occurrence of the
word “issue” from issue trackers might mislead the general-domain senti-
ment analysis tools and the predictions tend to be more negative than it
should be. A possible solution is to tune the dictionary to include more
domain-specific vocabularies [P16] or train on software engineering data
[P177, P4]. Currently, there is a lexicon for emotional arousal in software
engineering [P111], which can be considered when customizing emotion
detection tools for software-related tasks. SentiStrength-SE also provides
a list of domain-specific terms containing no sentiments in software engi-
neering context [P74], which has been proven more effective than general-
domain dictionaries when identifying sentiment polarity in software-related
contexts [P71]. Another challenge is the detection of irony and sarcasm
[P73, P50, P166, P74]. Islam and Zibran [P74] pointed out that a poten-
tial solution is “combining the dictionary-based lexical method with machine
learning”, as done in other domains. The existence of decreasing compara-
tive terms (e.g., little problems) often poses challenges for natural language
processing based techniques [P75].

Tool performance varies on different data. Even within the software
engineering domain, different datasets can still result in unstable perfor-
mance of sentiment polarity analysis tools [P100, P23, P166]. Similarly,
the agreement of the predictions produced by different tools also vary on
different datasets [P72]. Moreover, even when the data are extracted from
the same domain, classifiers might still achieve different performance for
different types of text. For example, when detecting confusion in code
comments, the comment types (i.e., inline and general comments) can im-
pact the precision and recall [P36]. Therefore, especially in the case of
supervised techniques, it is recommended to leverage datasets from the
same data source on which it will be applied when training an approach
[P128]. Another fact worth noting is that when extracting emotions, the
results are more reliable on sentences expressing “joy” (compared to on sen-
tences expressing “anger”) and on team-level aggregated texts (compared
to individual texts) [P170].
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Retraining a tool with software-related data requires substantial ef-
fort. As opinion mining tools often do not perform well in software en-
gineering contexts, researchers sometimes retrain existing approaches with
software-related data. However, manually building a training set for super-
vised approaches (e.g., those based on deep learning) can be exhausting
and it does not guarantee that the retrained approach will get better per-
formance [P100]. However, researchers have found that training the model
with a mixture of software-related and unrelated data can be a solution: pre-
training the approach with data from other domains (social media [P23],
Google News [P15], Wikipedia English [P146]) can significantly improve the
performance.

Neutral sentiment is difficult to identify. Researchers have found that
often neutral texts are mistakenly classified as positive or negative, while
the opposite occurs much more rarely [P100]. Shen et al. [P154] confirmed
that both machine learning approaches and lexicon & rule-based approaches
have difficulties in correctly identifying neutral texts. Therefore, when eval-
uating the performance of a sentiment polarity analysis tool, the dataset
containing only positive and negative sentiments are insufficient, since the
real challenge comes when neutral items are part of the dataset [P100]. Ap-
plying some balancing techniques (e.g., oversampling and undersampling)
might to a certain extend improve the low performance caused by dominant
neutral texts [P15, P109].

Human created gold set for tool customization/evaluation may be
unreliable. When creating datasets for tool customization or evaluation,
one issue is that sometimes there are no clear guidelines, thus the gold
set might contain some noise (e.g., “bug report” is mistakenly labeled as
negative) [P128, P67]. Another issue is subjectivity during data labeling.
Studies have found that when it comes to GitHub comments, people have
low agreement regarding sentiment and politeness [P67]. Moreover, it is
easier for evaluators to agree on emotions like love and sadness than others
[P120]. Therefore, clear guidelines are needed for the labeling process and
it is necessary to distinguish the objective report of facts (e.g., there is a
bug) from the affective state expressed in the text [P128].

Sentiment polarity is not enough for capturing the attitude. Negative
lexicons can also express positive attitudes (e.g., people apologizing for not
being able to provide further help shows empathy towards others) [P126].
Therefore, when possible, capturing affective states instead of sentiment
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polarity might provide more fine-grained information. However, researchers
have also highlighted the increased difficulty in identifying affective states
compared to only identifying sentiment polarity [P154].

User ratings are not always in line with the sentiment expressed. In
app review analysis, user ratings are not reliable as a proxy for the user
sentiment. While the reviews with one or two stars are negative in most of
the cases, reviews with high ratings may also contain issues [P114]. The
sentiment expressed in the reviews can be more accurately captured by
sentiment analysis tools than star ratings [P107].

Using/Customizing tools for artifact content analysis

We identify the following concerns/limitations and potential solutions:
Single data source may not be enough for mining user feedback. Re-
searchers have found that tweets provide more objective opinions related
to apps compared to reviews on app stores [P121]. Besides, software com-
panies often use social media to collect bug reports and feature requests.
Thus, tweets, especially those from company support accounts can be a use-
ful source for mining opinions about software products [P136]. Meanwhile,
most of the reviews do not contain valuable or actionable information for
researchers to improve their apps [P98]. Therefore, it is suggested to look
into different data sources to gather more comprehensive feedback.

The artifact content can belong to multiple categories. During data
labeling, researchers have found that a small portion (around 1.1%) of user
reviews are related to more than one type of requirement [P106]. Thus,
when researchers need to customize an approach, multi-class classification
might be necessary. As a workaround, splitting the text into multiple parts
(e.g., sentences) has also been adopted [P106].

Data for training is often unbalanced. When training a classifier for
identifying various types of user requests, classifiers usually perform badly on
the minority types [P87, P106, P93]. Using both project-specific keywords
(e.g., those mined from project description and unlabeled user requests)
and non-project-specific keywords (e.g., those derived from requirements
ontologies and taxonomies) as features for training classifiers can improve
the performance to a certain extent [P93].

The quality of datasets affects the performance of the automatic ap-
proach for classifying user reviews. If the size of the training set is small,
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traditional machine learning approaches outperform deep learning [P162].
Meanwhile, when only the data with highly confident labeling (i.e., two
evaluators agree on the same class) are used, the performance of machine
learning approaches also improve in review classification [P87]. This indi-
cates the importance of the balance between quantity and quality of the
training set. Another important factor is the annotation guide, when cat-
egory definitions are misunderstood or apparently have similar meanings,
misclassification is more likely to happen [P56].

Same words can be used to identify different topics/attributes. When
identifying quality attributes mentioned in app reviews, same keywords
might correspond to different attributes (e.g., the “fast” in “fast loading”
refers to performance, while the “fast” in “the app is easy and I can do
things fast with it” is more related to usability) [P75]. A potential solution
could be “analyzing keywords more than one term” [P75, P25, P46]. For
example, using both bi-grams and tri-grams as features to train classifiers
might help correctly classify “fast loading” as performance and classify “do
things fast” as “usability”. However, this does not guarantee same phrase
will not convey several different meanings [P46].

The various choices of vocabulary negatively impact the performance
of user review classification. Different users might use different keywords
and linguistic patterns to explain the same issue, which can lead to review
misclassification [P25]. One potential way to address this issue is to include
more instances of reviews in the training set [P25]. At the same time,
errors of spelling and grammatical structure and non-standard sentences
can also affect the performance [P80], which can be addressed by adding
spell checker during preprocessing [P56]. Meanwhile, there are vocabulary
mismatches between different populations (e.g., the technical vocabulary
used by developers vs. informal lexicon in the reviews [P25, P105]).

The information provided by users can become invalid due to software
evolution. Researchers have noticed that some reviews become outdated
as they describe already removed features or technologies used by the apps,
and a potential way to solve this issue is to correlate reviews with the app
change logs [P116].

Data provided by the source can be incomplete. App reviews provided
by Google Play Store are incomplete, and researchers have found that using
incomplete reviews might bias the findings. It is recommended to collect
user reviews continuously for a long time period [P125].
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Sentences discussing the interested subjects can be hard to locate.
When mining opinions for APIs, the precision drops when the API mention
is more than one sentence away from the related opinions, or several APIs
are mentioned together [P166]. For the former, it is recommended also
considering four surrounding neighboring sentences as well [P182].

2.5 Discussion

In this section, we discuss the replicability issue of these studies we spotted
during the analysis of 185 papers. Additionally, we point out the potential
directions for future work.

2.5.1 Replicability of Selected Studies

During our study, we spotted a few issues which might hinder the replica-
bility of opinion mining-related software engineering studies. First of all, if
we take a look at techniques in Section 2.4.2, we can easily find that there
are much more tools available for sentiment polarity and emotion detec-
tion than artifact content analysis, while the latter is also widely used in
software engineering activities (Section 2.4.1). Indeed, lots of proposed ap-
proaches for artifact content analysis are not open-source, which also leads
to the fact that researchers are often unable to compare their approach with
relevant ones (Section 2.4.4). Besides, when we extracted available tools
and datasets, we found many links in the papers to be invalid, in partic-
ular when those artifacts were hosted on personal homepages. Thus, it is
recommended to store the artifacts on reliable third-party services such as
Zenodo2, Figshare3, and GitHub4. Moreover, the artifacts provided in the
paper often lack proper documentation, which makes it hard to comprehend
the resources.

2.5.2 Impact of One-Round Snowballing

As snowballing is a very expensive activity, iterative snowballing is rarely
performed. However, only conducting a single snowballing round is a threat
to the completeness of the relevant primary studies we identified. Therefore,

2https://zenodo.org
3https://figshare.com
4http://github.com

https://zenodo.org
https://figshare.com
http://github.com
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to have a basic idea how many papers we might miss in our study, we ran-
domly sampled 10% of the selected papers (i.e., ⌈114∗0.1⌉ = 12) obtained
from the first snowballing round and conducted a second-round backward
and forward snowballing. After removing the papers already collected in our
previous selection process, we got 387 studies (denoted as Set 1). Also, we
randomly took 10% of the secondary studies abandoned during our paper
selection after first-round snowballing (i.e., ⌈11 ∗ 0.1⌉ = 2) and inspected
whether the cited papers in these studies can be a potential primary study
in our literature review. This leads to 24 new studies (denoted as Set 2).
We followed the same process as described in Section 2.3.2 to filter these
411 papers based on title and abstract. As a result, we found that 26 studies
(25 from Set 1 and 1 from Set 2) might fit into our study scope. The list of
papers before and after filtering can be found in the “supplementary data”
page of our replication package [148]. When inspecting these 26 papers,
we found that 12 are obtained by snowballing a single paper. This fact
indicates that if we miss a study addressing a specific issue when conduct-
ing keyword-based searching, even if we can include it in the first-round
snowballing, we might still miss many relevant studies. By inspecting the
venues of these 26 papers, we found that 11 were not published in software-
specific conferences or journals, which made them less likely to be relevant
for software engineering researchers.

This result suggests that iterative snowballing plays an important role in
the completeness of selected primary studies. However, many databases
currently do not provide a convenient way for automatically collecting the
papers during snowballing. We acknowledge this common issue in literature
reviews, and we would recommend that the search engines could provide an
easy way for researchers to download the citing and cited papers. Mean-
while, our result is only based on a small set of samples, we are not sure
if performing snowballing on the rest of the studies will lead to similar
amount of new papers, especially when we had the rather extreme case
that one paper alone introduced 12 new relevant studies. We would also
recommend that future researchers working on literature reviews could con-
duct similar sampling to provide more quantitative insights on the impact
of multi-round snowballing. While our study might not include all relevant
studies, the research questions we investigated are not highly dependent
on the completeness of the samples. Instead, we believe that given the
large number of papers included and the in-depth analysis of these studies,
our literature review can still provide valuable information regarding opinion
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mining in software development.

2.6 Threats to Validity
Wohlin et al. [279] list the potential threats researchers might face during
software engineering research.

Threats to construct validity concern the relation between theory and
observation. We only select papers indexed in our chosen databases. There
might be relevant studies in other databases, however, we have included
most popular ones. Besides, including search engines like Google Scholar
might introduce a large amount of noise including not peer-reviewed work
and low-quality papers. Another threat is that the search string might not
cover all the studies which fit in our search scope. This is mitigated by our
backward and forward snowballing process. We only conducted one-round
snowballing, which might still miss some relevant papers. Nevertheless,
snowballing requires huge amount of human effort, and conducting a sec-
ond round can be impractical. We believe that most relevant studies were
included based on the expertise that the authors have in this domain. More-
over, the large number of papers included in this study can already bring
rich information to readers and answer the research questions with sufficient
details. Another threat is that we did not apply extra quality assessment
criteria on the primary studies we selected. While quality assessment crite-
ria is sometimes used in literature review studies, many criteria are rather
subjective. As we only selected peer-reviewed papers, many papers with
major design flaws should have been filtered out. However, we acknowledge
that some peer-reviewed studies might still contain significant flaws. Our
in-depth analysis of the primary studies through the lens of various research
questions can mitigate this issue.

Threats to internal validity concern external factors we did not consider
that could affect the variables and the relations being investigated. The
databases we used are constantly indexing more papers, and they function
like black boxes, meaning we are not able to tell whether their search al-
gorithm would change at some point. However, as we take all the results
returned and conducted snowballing, we believe that most relevant papers
are included in our study. Another issue is that papers are dynamically in-
dexed in these databases. We might not be able to replicate the search
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results even if the same search strategy is employed. For example, some
papers might be indexed in the database much later than their real publi-
cation date. Therefore, it is possible to find more papers in the future even
if the publication date range remains unchanged. These factors threat the
replicability of our study.

Threats to external validity concern the generalizability of our findings.
We only focused on opinion mining techniques designed for artifacts writ-
ten in English. While English is used as a “lingua franca” in global software
development [159], we acknowledge that developers might create software
artifacts (e.g., user interfaces, user manuals) in a language other than En-
glish. In fact, researchers have found that industry projects are more likely
to contain comments and identifiers in more than one language compared
to open source software projects [208]. Additionally, developers might com-
municate in other languages as well. As coping with multi-lingual texts
remains one of the key challenges in natural language processing, it would
be interesting to investigate the relevant studies in the future. Besides,
all the selected studies are directly associated with software development
processes or developers. This choice was taken as our goal was assisting
researchers and developers in adopting/customizing relevant approaches in
software development activities.Our paper search was performed until early
2020. We acknowledge that additional opinion mining tools and datasets
have been released [38, 53, 138, 298] and more performance comparisons
have been conducted [282, 53, 190, 42].

Threats to conclusion validity concern the relations between the conclu-
sions and our analyzed data. In our study, each paper was inspected by
one author, and the corresponding coding was verified by the first author
without further examination due to the large amount of studies in our work.
While this did not guarantee the correctness of our coding, we did take
extra caution when writing the paper and re-recheck all studies for which
something was unclear.

2.7 Conclusions

In this study, we conducted a systematic literature review involving 185 pa-
pers related to opinion mining for software engineering. We first presented
fine-grained categories of software development activities in which opinion
mining is applied and described what these activities are. We then sum-
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marized publicly available opinion mining tools in the subject papers and
explained in which context these tools are created. We later investigated
whether the performance of these tools are evaluated when adopted in other
studies, and we found that very few researchers evaluate tool performance
when these tools are used in a domain different from the one they have
been designed for. We also presented the contexts in which these tools are
compared, so that researchers and developers can refer to corresponding
studies to figure out which tool might work the best for their own data.
We next presented 23 publicly available software-related datasets which can
be used to evaluate and customize new opinion mining approaches in the
software engineering domain. In the end, we highlighted the concerns and
limitations researchers and developers face when adopting and customizing
opinion mining tools in software engineering and indicated potential solu-
tions.

2.7.1 Insights for Tool Adoption Practices

Our study is by far the largest literature review regarding opinion mining
in software development activities, and the results of RQ6 highlight some
good practices for using opinion mining tools in this context:

• Use the tool trained and/or evaluated on the same data type of the
task.

• When using tools trained on other domain, careful verification of tool
performance is necessary.

• Do not expect 100% accuracy of the opinion mining tools, especially
when texts contain irony and sarcasm.

• When modeling users’ attitude, consider using emotions instead of
sentiment polarities. However, be aware that some emotions such as
joy are easier to capture than others.

• When collecting users’ feedback, aggregate the information from var-
ious sources (e.g., twitter, mobile app stores).

• When analyzing users’ reviews, give more weight to the sentiment
expressed in the reviews than user ratings, and also pay attention to
the validity of the reviews (whether the information is outdated).
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2.7.2 Directions for Future Work

Given the issues we identified for using existing opinion mining tools for
software engineering tasks, we list potential directions for future work, with
an aim of advancing this domain.

Opinion mining for other software development activities. While opin-
ion mining has been applied to many software-related tasks, there are still
some areas to which opinion mining has not yet been applied.

An example is the application in the human resource management pro-
cess. Human resource managers and project leaders can mine discussions
in open-source project artifacts to understand developers’ desired tasks and
capabilities, and this information can be considered for recruitment, promo-
tion, and task assignment. Moreover, opinions embedded in user feedback
can be leveraged for some more specific tasks, such as identifying the need
to deprecate certain system elements (corresponding to the disposal process
defined in ISO/IEC/IEEE 12207:2017 International Standard [15]), as well
as selecting the optimal software architecture (corresponding to the archi-
tecture definition process) and data structure (corresponding to the design
definition process).

Productivity enhancement based on monitored developer feelings.
Many studies have investigated the sentiment polarity, emotions, and polite-
ness expressed by developers in software artifacts Section 2.4.1. However,
few of them have converted these insights into actionable items. Future
researchers could investigate how these measured emotions of developers
can be used to enhance productivity. For example, when constant nega-
tive emotions are detected from developers, team managers might need to
help boost developers’ mood and pay more attention to work-life balance.
We would expect controlled experiments to evaluate whether the proposed
actions are effective.

Performance improvement of sentiment polarity analysis. Inspirations
to improve sentiment polarity analysis tools can be distilled from the results
in Section 2.4.6. Researchers can focus on constructing vocabularies for
specific domains, such as issue reports and app reviews. Also, researchers
can integrate several datasets from other domains for pre-training the clas-
sifier. As the performance of sentiment analysis tools varies on different
datasets, it would also be helpful to design a self-adaptive tool which can
adjust the approach based on the type of data it deals with.
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In Chapters 3 and 4, we studied the performance of sentiment analysis
tools in more detail to better understand how performance can be improved
further.

Validation of user feedback. Section 2.4.6 pointed out a challenge re-
searchers face when identifying opinions from user feedback, namely that
many opinions are not valid anymore due to software updates. Therefore, it
is necessary to propose an approach to distinguish still valid opinions from
outdated ones. This is not trivial as many feedback are not associated with
specific versions, therefore, researchers need to rely on other information
such as the published date of the feedback and update logs of software for
the classification.

Fine-grained classification of opinion topics. Researchers have managed
to identify whether users are expressing requests (e.g., [P108, P77]) or de-
scribing issues and extract tips regarding how to use APIs (e.g., [P169]).
However, these classifications are coarse-grained. Given the large amount of
feedback available, it is necessary to further categorize the user feedback in
order to reduce developers’ manual effort. Topic modeling techniques have
been used to address this issue (e.g., [P62]), however, topics automatically
generated by these approaches are sometimes not very meaningful. Some
researchers have already tried to define taxonomies for types of app re-
views [P136]. However, more well-defined taxonomies are needed for other
purposes, such as concrete types of API usage tips. Researchers can then
classify these opinions in a more fine-grained and meaningful level.
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Chapter 3
Transformers and
Meta-Tokenization in
Sentiment Analysis for
Software Engineering

Sentiment analysis has been used to study aspects of software engineering,
such as issue resolution, toxicity, and self-admitted technical debt (Chap-
ter 2). To address the peculiarities of software engineering texts, sentiment
analysis tools often consider the specific technical lingo practitioners use. To
further improve the application of sentiment analysis, there have been two
recommendations: Using pre-trained transformer models to classify senti-
ment and replacing non-natural language elements with meta-tokens. In this
work, we benchmark five different sentiment analysis tools (two pre-trained
transformer models and three machine learning tools) on 2 gold-standard
sentiment analysis datasets. We find that pre-trained transformers outper-
form the best machine learning tool on only one of the two datasets, and
that even on that dataset the performance difference is a few percentage
points. Therefore, we recommend that software engineering researchers
should not just consider predictive performance when selecting a sentiment
analysis tool because the best-performing sentiment analysis tools perform
very similarly to each other (within 4 percentage points). Meanwhile, we

63
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find that meta-tokenization does not improve the predictive performance of
sentiment analysis tools.

3.1 Introduction

The increasing complexity of modern software engineering projects has re-
sulted in software engineering becoming an inherently collaborative process.
To help developers understand and manage software projects researchers
have studied emotions and sentiment in software engineering because ex-
pressions of negative sentiment in software engineering projects could be
used to identify potential problems [149]. For instance, while studying sen-
timent Calefato et al. [45] found that successful questions on StackOverflow
are short, and more importantly, do not express any sentiment, negative or
positive. In a similar vein, Lanovaz and Adams [140] found that negative
posts on the R mailing lists were less likely to be responded to. In addi-
tion to these topics, studies have also investigated sentiment expressed in
software engineering artifacts such as code reviews [17, 40, 207], questions
asked by developers [271] and issues [161, 198]. However, there are many
areas of software engineering in which sentiment analysis can be expected
to be beneficial but has not yet been applied [149]. In this work, we define
sentiment analysis as a classification task in which a piece of text is assigned
to a polarity class (usually positive, negative or neutral).

On the meta-level researchers have also studied how one can effectively
study sentiment in software engineering [123, 189, 190, 38, 55]. These stud-
ies have resulted in several practical recommendations on how one should
use sentiment analysis tools on software engineering data. In this chapter,
we are interested in two recent recommendations, and we seek to verify
them. Through studying these recommendations we seek to further un-
derstand how software engineering researchers can more effectively study
expressions of sentiment in software engineering.

The first recommendation we study in this chapter originates from two
studies of Biswas et al. [38] and Chen et al. [55] who recommend the us-
age of deep-learning-based sentiment analysis tools to classify sentiment in
software engineering texts. However, contradicting the recommendations
of Biswas et al. and Chen et al., Lin et al. [149] found that machine-
learning approaches outperform deep-learning approaches when the size of
the datasets is small. The exact reason for the misalignment between the
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recommendations of Biswas et al. and Chen et al. and the work of Lin et al.
is not clear. One possible explanation might be related to different datasets
being used in each of the benchmarks. Alternatively, the differences might
be attributed to the appropriateness of the training of the machine-learning
tools. For instance, Shwartz-Ziv and Armon [237] found that deep-learning
tools do not always outperform machine-learning tools. Fu and Menzies
[89], Pamungkas et al. [202] and Yedida and Menzies [288] studied similar
questions in software engineering. They find that both machine-learning
classifiers (such as SVM) and more simple deep-learning tools can outper-
form more complex deep-learners on various types of data. In this chap-
ter, we take the recommendations to use deep-learners to classify senti-
ment in software engineering texts [38, 55], and the work that finds that
deep-learners do not always outperform non-deep-learning machine-learning
tools [151, 237, 89, 288]. In a robust experimental set-up we seek to verify
the existing recommendation, and we aim to understand how existing prac-
tices and recommendations can be updated to accurately apply sentiment
analysis to software engineering data. Therefore, we pose:

RQ3.1: Do existing deep-learning sentiment analysis models
outperform machine-learning-based sentiment analysis tools?

The second recommendation we investigate in this work is the recommen-
dation of Efstathiou and Spinellis [80] to replace non-natural language in
technical texts with tokens that capture the meaning of non-natural lan-
guage. In this work we refer to this practice as meta-tokenization, however,
this practice is also known as semantic categorization [247]. Text extracted
from social coding platforms, such as GitHub, might contain different types
of non-natural language elements like code-snippets, stacktraces and ref-
erences to pull-requests. Several detection techniques for non-natural lan-
guage in technical texts already exist: Such as NLoN [169], or an approach
authored by Bacchelli et al. [29]. Finally, Efstathiou and Spinellis [80] pro-
poses replacing these non-natural language elements that occur in code
reviews with meta-tokens, where each meta-token replaces a specific type
of non-natural language element. As existing sentiment analysis tools ob-
tain performance scores of 90%, we seek to understand whether a consistent
meta-tokenization approach further improves the performance of sentiment
analysis tools. Therefore we pose:

RQ3.2: How does the replacement of non-natural language el-
ements in sentiment analysis data with meta-tokens affect the
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performance of Sentiment Analysis tools?

To study the two research-questions posed in this work we follow existing
recommendations [189] and we take two gold-standard datasets tailored for
software engineering . We benchmark five state-of-the-art machine-learning
and deep-learning sentiment analysis tools made for software engineering
using these two datasets. To answer RQ3.1, we take each tool and train it
on a train split of the dataset and then evaluate the predictive performance
of the tool on a test split of the same dataset. To ensure the validity of
the results, we ensure the benchmarks are as robust as possible and we
validate the recommendation by comparing the performance scores of the
machine-learning and deep-learning-based tools.

To address RQ3.2 we train sentiment-analysis tools on both the original
version of the dataset, and a version of the dataset that has been processed
such that non-natural language elements identified through a mix of manual
and automated detection techniques have been replaced with meta-tokens.
We then evaluate the predictive performance of each tool after training it
on both versions of each dataset. And we test whether the predictive per-
formance of the tool trained on the meta-tokenized version of the dataset is
higher than on the tool trained on the original version of the dataset.

Based on the experiments we conduct for RQ3.1 we find that there exists a
small but observable performance differences between machine learners and
deep learners. The best-performing machine learner, Senti4SD, outperforms
one of the two evaluated deep-learning tools on one dataset. While on
another dataset both deep learners outperform Senti4SD. However, while
these performance differences exist they are minor, with performance scores
differing by at most four percentage points. Meanwhile, for RQ3.2 we find
that meta-tokenization does not significantly improve the performance of
any of the five sentiment analysis tools evaluated in this study.

Our work has several findings for researchers that aim to apply sentiment
analysis tools to better understand software engineering :

• Predictive performance of deep-learning and machine-learning sen-
timent tools on gold-standard datasets is comparable: performance
differences between tools do not exceed four percentage points.

• The presence of non-natural language elements in the current gold-
standard datasets and the replacement of the non-natural language
elements with meta-tokens does not significantly affect the perfor-
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mance of sentiment analysis tools.

This chapter is structured as follows: Section 3.2 describes the used method-
ology, Section 3.3 lists the results, Section 3.4 argues that our chosen
methodology is sound, Section 3.5 discusses the implications of our work,
Section 3.6 discusses threats to validity, Section 3.7 discusses related work,
and Section 3.8 concludes the chapter.

3.2 Methodology
For this study we are interested in the performance of sentiment-analysis
tools. To address RQ3.1 we compare the performance of machine-learning
tools with deep-learning-based tools. Additionally, we address RQ3.2 by
studying the performance of sentiment analysis tools after retraining them
on a meta-tokenized version of a dataset.

3.2.1 Tools & Datasets

Datasets: In line with recent recommendations of Novielli et al. [189] we
select gold-standard sentiment analysis datasets. For this study, we define
gold-standard as the largest and most rigorous datasets in the field of sen-
timent analysis for software engineering. In practice, this means the largest
available balanced datasets have been labeled using theoretical models of
affect by raters that achieve high inter-rater agreement [189]. For this study,
we select the following gold-standard datasets:

• Github gold-standard : As GitHub is one of the most popular open-
source platform, used by developers to work on collaborative software
projects we select the gold-standard dataset authored by Novielli et al.
[189]. This is a balanced dataset of 7,122 items, where 28%, 43% and
29% of posts convey negative, neutral and positive sentiment respec-
tively. Each item in the dataset has been annotated by three authors
using predefined annotation guidelines. The items in the dataset have
been sampled from comments on commits and pull-requests taken
from 90 GitHub repositories that were part of the 2014 MSR Chal-
lenge dataset. [189]

• StackOverflow gold-standard : StackOverflow is a well-studied Q&A
platform used by developers. The dataset of Calefato et al. [43] is
a balanced dataset of 4,423 items (≃ 27% negative, ≃ 38% neutral,
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≃ 35% positive), labeled by several labelers that used predefined anno-
tation guidelines. Additionally, the labelers of Calefato et al. achieved
high inter-rater agreement. The items in the dataset have been sam-
pled based on the presence of affective lexicons from a StackOverflow
dump that covers the timeframe from July 2008 to September 2015.
The sampled items are a combination of questions, answers, and com-
ments. [43]

Tools: To find sentiment analysis tools for this study we use the list of tool
identified by Lin et al. [149]. We select sentiment analysis tools that are
publicly available, have been peer-reviewed, can be retrained, and have been
designed for an application in Software Engineering. This has resulted in the
list of the following four tools: SEntiMoji [55], SentiSW [76], SentiCR [17]
and Senti4SD1 [43]. As the papers included in the literature study of Lin
et al. have been gathered in 2019 it does not include the most recently
released tools. Therefore, we also include a BERT-based transformer tuned
for sentiment analysis published by Zhang et al. [298].

SEntiMoji [55] is a deep-learning sentiment analysis tool based on a sen-
timent analysis tool that was originally designed for Twitter. It has been
trained on Twitter, and is fine-tuned by the authors on Software Engineering
data.

The BERT-based transformers published by Zhang et al. [298] are deep-
learning models that attempt to leverage existing large-scale language mod-
els to classify sentiment in software engineering text accurately. The pre-
trained models are finetuned by the authors on Software Engineering datasets,
and a comprehensive and re-usable replication package is available. To fine-
tune the models, we re-use the replication package provided by Zhang et al.
[298]. In the paper, the authors evaluate four different pre-trained trans-
formers. For this study we select one of the transformers that achieves
competitive scores: Bert.

SentiSW [76] is built to classify the sentiment of issues comments on
Github. The authors of SentiSW use a preprocessing pipeline to process the
input and create TF-IDF vectors, finding that Gradient Boosting Tree [209]
is the most accurate classifier.

SentiCR [17] is a sentiment analysis tool built to analyze code reviews on
Github. It uses a preprocessing pipeline that performs operations such as

1Note that we used PySenti4SD, as this is the more recent version of Senti4SD.
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the processing of negations and the generation of feature vectors based on
TF-IDF. Finally, a Gradient Boosting Tree [209] is used to predict the sen-
timent. SentiCR as originally trained by the authors, is suited for binary
classification: Is negative sentiment present yes or no? We retrain SentiCR
using datasets containing both positive, negative, and neutral sentiments,
and as such, we use it for ternary classification (positive, negative, or neu-
tral). The only training parameter we modify is the oversampling of the
minority item. The original authors use a value of 0.5, we set it to auto
such that all classes except the majority class are resampled.

Senti4SD [43] uses a mix of lexicon-based, keyword-based, and semantic
features to process input. Together with these features, the authors of
Senti4SD use a word2vec [178] model and finally train a Support Vector
Machine [62] to classify sentiment.

3.2.2 Evaluating tool performance

For each of the tools studied in this work, we retrain the tool using the
recommendations and procedures described in the paper that introduces
the tool. We train each tool using the selected datasets using a strati-
fied 70%/30% train-test split, as used by previous work [189]. To assess
the performance of the sentiment-analysis tools for RQ3.1, we study per-
formance metrics like precision, recall, and f1. For RQ3.2 we study both
performance metrics and the inter-tool agreement on the test set. Both
performance metrics and inter-tool agreement have been used previously to
evaluate sentiment analysis tools [189]. To reduce the chances of a par-
ticular train/test split introducing a bias we take ten different train/test
splits of each dataset and evaluate the performance of each tool on each
split.

RQ3.1: To answer this research questions we compare the observed per-
formance scores of the best performing machine learning tool with the two
transformer-based deep-learning tools. Because we run 10 train/test runs,
we compare the obtained distributions of performance scores. This com-
parison is made per performance metric (f1, precision, recall) for the macro
averaged scores over the three sentiment polarity classes.

Our null hypothesis for RQ3.1 is the following:

– Hypothesis 1: There is no difference in the predictive performance be-
tween deep-learning and machine-learning models for sentiment anal-
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Table 3.1: Number of non-natural language elements identified in the 100
item sample of each dataset

Item GitHub StackOverflow

Code 17 4
Username 10 3
Url 4 4
Version Number 1 2
Filename / path 1 2
Warning / Error code 2 1
Command 1 -
Hash 1 -
Mail fragment 1 -
Total 38 16

ysis in software engineering.

To test this hypothesis we first apply a Kruskall-Wallis test to see if there is
any difference between the performance scores. If the p-score is lower than
0.05, we apply a set of Dunn’s tests as post-hoc tests: One per dataset
and performance metric [77]. To correct for a false discovery rate we ad-
just p-values using the Benjami-Hochberg procedure (1995). We reject
the hypothesis if the adjusted p-value is lower than 0.05, and confirm the
alternative hypothesis that at least one model has different predictive per-
formance.

RQ3.2: To study whether meta-tokenization improves the ability of senti-
ment analysis tools to predict sentiment we first identify meta-tokens in
the two datasets, and we study whether the usage of meta-tokens improves
accuracy and agreement. The agreement of sentiment analysis tools has
been studied previously in benchmarks [189].

To identify meta-tokens we sampled 100 items from each dataset. This
200-item sample was manually labeled by two authors of the chapter. The
labeling task was to identify, extract, and name all non-natural language
elements. For the labeling task, we define non-natural language elements
as those elements that are not regular text, specifically, we consider class
names that are used as named entities as natural language elements. After
identifying and extracting the non-natural language elements each extracted
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Table 3.2: List of tokens, the expressions used to detect them, and the
number of meta-tokens they are replaced with for both datasets.

Type Token # Replacements
Github StackOverflow

Email M_EMAIL 140 9
Username M_MENTION 715 235
Inline Code M_ICODE 89 126
Version Number M_VERSION_NUMBER 342 172
Issue reference M_ISSUE_MENTION 51 -
URL M_URL 368 182

element was labeled with a descriptive name by the labeler. The agreement
between the two labelers was substantial, with a Cohen’s kappa of 0.65.
Any remaining conflicts, and the naming itself, were discussed in a shared
session and any conflicts were resolved. The final extraction and naming of
non-natural language elements are listed in Table 3.1.

To replace the non-natural language elements in the dataset we use the
following procedure: Based on the non-natural language elements identi-
fied (Table 3.1) we manually created a set of meta-tokens. This list is
extended with non-natural language elements that occur in the markdown
documentation of each platform. Each meta-token is a tuple of a regular
expression and a token name. The tokens we use per dataset are listed Ta-
ble 3.2, while the regex rules used to replace these tokens can be found in
the replication package.2 Each document in the dataset is then processed
using these tuples, and each regular expression match is replaced with the
token name. For example, if a code fragment is identified, we replace the
code fragment with the meta-token M_ICODE. We maintain a separate list of
meta-tokens per platform because the markup language used differs slightly
per platform. The total number of replacements per meta-token is listed
in Table 3.2. 22% of the items in the Github dataset contain at least one
meta-token, and 13% of the items in the StackOverflow dataset contain at
least one meta-token.

2The replication package can be found on figshare (https://figshare.com/s/
1dbdf605abb20441b3d8), and for each platform, a notebook with the replacement rules
exists.

https://figshare.com/s/1dbdf605abb20441b3d8
https://figshare.com/s/1dbdf605abb20441b3d8
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To measure the impact of meta-tokenization on predictive performance we
take the median performance score of each tool for each dataset, for each
performance metric, and for each sentiment polarity class. We compare the
median score of that particular tool trained on the dataset, with the median
score of that tool trained on the meta-tokenized version of the dataset.
By comparing the median intra-tool scores we hope to understand whether
meta-tokenization has an impact.

Moreover, we also use a Mann-Whitney Wilcoxon test [173] to compare
intra-tool performance scores for the tools trained on the meta-tokenized
and untokenized versions of the dataset. We use a Mann-Whitney Wilcoxon
test as opposed to Kruskall-Wallis with as post-hoc a Dunn’s test since we
are comparing the two distributions of performance scores for each tool. We
adjust p-values using the Benjami-Hochberg procedure (1995) to adjust for
a false discovery rate.

To further understand the effects of meta-tokenization we compute the
weighted Cohen’s kappa [58] per tool pair per run. We then use a similar
statistical methodology for the predictive performance to study whether
there is a statistical difference between inter-tool agreement for tools trained
on the original version of the dataset and the meta-tokenized version of the
dataset.

For the statistical tests, we use the following null hypotheses:

– Hypothesis 2: There is no difference in the predictive performance
between a sentiment analysis tool trained on a meta-tokenized version
of a dataset vs. the same tool trained on an unmodified version of
the dataset.

– Hypothesis 3: There is no difference in the intra-tool agreement be-
tween sentiment analysis tools trained on the meta-tokenized version
of a dataset vs an unmodified version of the dataset.

For Hypothesis 2 we test the hypothesis for each dataset, tool, and perfor-
mance metric and adjust the obtained p-values accordingly. For Hypothesis
3 we test the hypothesis per tool pair and per dataset and adjust the p-
values over these comparisons. We reject each hypothesis if the adjusted
p-value is lower than 0.05. If Hypothesis 2 is rejected, we confirm the alter-
native hypothesis that there are differences in the predictive performance of
the tool depending on the version of the dataset it is trained on. In the case
that Hypothesis 3 is rejected, we confirm the alternative hypothesis that
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Table 3.3: Median performance score for each metric per tool for each of
the ten runs.

Tools

Positive Negative Neutral Macro

P R F1 P R F1 P R F1 P R F1

GH

Senti4SD 0.937 0.906 0.919 0.911 0.887 0.902 0.891 0.924 0.906 0.911 0.906 0.908
SentiSW 0.807 0.802 0.809 0.772 0.649 0.701 0.741 0.836 0.787 0.777 0.760 0.766
SentiCR 0.893 0.842 0.869 0.867 0.695 0.774 0.780 0.915 0.842 0.848 0.820 0.829
Sentimoji 0.941 0.919 0.929 0.907 0.845 0.876 0.872 0.927 0.899 0.907 0.898 0.902
Bert 0.911 0.950 0.929 0.890 0.891 0.887 0.927 0.896 0.906 0.907 0.912 0.908

SO

Senti4SD 0.899 0.920 0.909 0.787 0.842 0.817 0.833 0.779 0.807 0.843 0.846 0.844
SentiSW 0.866 0.886 0.882 0.820 0.712 0.763 0.780 0.836 0.806 0.822 0.812 0.815
SentiCR 0.880 0.906 0.895 0.790 0.731 0.758 0.796 0.814 0.805 0.822 0.819 0.820
Sentimoji 0.923 0.931 0.926 0.842 0.835 0.836 0.839 0.839 0.834 0.868 0.867 0.867
Bert 0.924 0.939 0.930 0.849 0.863 0.853 0.863 0.847 0.851 0.878 0.879 0.878

there are differences in the intra-tool agreement depending on the version
of the dataset they are trained on.

3.3 Results
This section reports the performance of the machine-learning and deep-
learning sentiment analysis tools (RQ3.1). The section also reports the
performance of sentiment analysis tools after retraining them on meta-
tokenized versions of the datasets (RQ3.2). Data availability statement:
The dataset of performance scores of the analyzed sentiment-analysis tools
is publicly available in a Figshare repository.3

3.3.1 Machine learning and Deep learning
Table 3.3 contains the results of the ten runs for each tool on each dataset.
Boldface highlights the best-performing tool per metric. As can be ob-
served, the two deep-learners outperform the machine-learning tool on the
StackOverflow dataset. However, for the GitHub dataset there are instances
where Senti4SD outperforms the deep-learners. When performance differ-
ences exist between the best performing machine-learner and the deep-
learning tools these differences are mostly a few percentage points.

To further understand the differences in performance scores across the tools
Figure 3.1 and Figure 3.2 show violin plots of the performance of the three

3https://figshare.com/s/1dbdf605abb20441b3d8

https://figshare.com/s/1dbdf605abb20441b3d8
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Figure 3.1: Performance of Senti4SD, Sentimoji and BERT on the GitHub
dataset.

best-performing sentiment analysis tools on the Github and StackOverflow
datasets respectively. The violin plot visualizes the macro-averaged perfor-
mance scores per metric of the 10 runs per tool. As can be observed, the
performance differences between most tools for most metrics on GitHub are
small or hard to distinguish (Figure 3.1). Meanwhile, for the StackOverflow
dataset, the performance differences between the three tools are easier to
see (Figure 3.2).

The p-values for the Kruskall-Wallis tests are all smaller than .001. There-
fore, we compare the performance scores obtained using Dunn’s test. The
P-values of these comparisons are shown in Table 3.4. For the GitHub
dataset the only significant difference is found between Senti4SD and Senti-
moji for recall and f1, and between Sentimoji and Bert for recall. Meanwhile,
for the StackOverflow dataset we find that Bert and Sentimoji are different
from Senti4SD for all performance metrics. Additionally, no statistically
significant differences are found between Bert and Sentimoji.
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Figure 3.2: Performance of Senti4SD, Sentimoji and BERT on the Stack-
Overflow dataset.

RQ3.1

Transformer-based models outperform machine-learning tools on the
StackOverflow dataset, while no significant performance differences
are observed for the GitHub dataset. However, the observed perfor-
mance differences between the best-performing machine-learner and
transformer-based model are a few percentage points at most.

3.3.2 Meta-tokenization

Table 3.5 lists the median performance scores per sentiment polarity class
and metric after benchmarking the five tools on the untokenized and meta-
tokenized (mt) versions of the datasets. Each pair of rows corresponds to
a tool and a dataset, and the boldface indicates on which version of the
dataset the tool managed to score higher. In case of a tie, both values are
typeset in bold.

As can be observed in Table 3.5 meta-tokenization does not appear to
greatly affect the predictive performance of the three sentiment analysis
tools. For some classes and for some tools the performance of the tools
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Table 3.4: Table containing the results of the Dunn’s tests for the com-
parison of deep-learners and machine-learners on the macro performance
metrics.

Metric Tools Corrected P-value
GitHub StackOverflow

f1 Senti4SD/Sentimoji .031∗ .010∗

f1 Senti4SD/Bert .629 < .001∗∗∗

f1 Sentimoji/Bert .108 .153
precision Senti4SD/Sentimoji .127 .010∗

precision Senti4SD/Bert .127 < .001∗∗∗

precision Sentimoji/Bert .959 .123
recall Senti4SD/Sentimoji .042∗ .010∗

recall Senti4SD/Bert .909 < .001∗∗∗

recall Sentimoji/Bert .031∗ .127
***: p < 0.001, **: p < 0.01, *: p < 0.05

trained on the meta-tokenized version of the dataset appears to be slightly
higher. However, the difference in performance scores for the tools trained
on the untokenized and meta-tokenized datasets is quite small. SentiCR,
for instance, scores slightly higher on most metrics and classes of the meta-
tokenized version of the GitHub dataset than the untokenized version, how-
ever, these observed differences are minor.

To test whether any significant differences exist between the tools on meta-
tokenized and untokenized versions of datasets, we use the Mann-Whitney
U test to compare the distributions. However, we find that the adjusted
p-values after running the pairwise Mann-Whitney U tests are all 1.0, for
all tools on both datasets. Therefore, we observe no evidence that meta-
tokenization influences predictive performance.

To determine whether meta-tokenization affects the agreement of the sen-
timent analysis tools we compute the weighted Cohen’s Kappa for each
tool pair per run and dataset. The corrected p-values for the pairwise
Mann-Whitney U tests comparing the observed agreement before and after
meta-tokenization are all 0.970 indicating that meta-tokenization does not
affect the agreement of the tools.
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RQ3.2

We conclude, based on the performed benchmarks, that there is
no evidence that meta-tokenization significantly improves either the
predictive performance of sentiment analysis tools or the ability of
sentiment analysis tools to agree.

3.4 Devil’s Advocate
In this work we present negative results: Meta-tokenization does not im-
prove predictive performance or agreement of sentiment analysis tools, and
pre-trained transformers do not always outperform machine learning tools.
Therefore, in this section, we present and answer several questions that
could be raised by a Devil’s advocate concerning the soundness of our
methodology. Each subsection presents a question, a short motivation
for the question, and a response. This section is inspired by the line of
reasoning used by Sidhu et al. [238].

3.4.1 What process was used to label the items in the dataset?
Could bias in the labeling influence the results? Could
bias in train-test splits influence the results?

From the work of Novielli et al. [189] we know that labeling datasets used
to train sentiment analysis tools is important, as datasets should be labeled
using clear and consistent guidelines. Not only does the labeling of datasets
matter, but how a dataset is split into a train and test split might also
influence results.

The two datasets selected for this study, the StackOverflow and the GitHub
datasets, have been labeled using labeling guidelines based on existing the-
ories of affect. Additionally, for both datasets the labeling process was
executed over several rounds, and for each round disagreements were dis-
cussed [43, 189]. This ensures that for both datasets inter-rater reliability is
high, resulting in robust and reliable datasets with a well-operationalized def-
inition of sentiment. By training the tools on these gold-standard datasets
we minimize the chances that ad-hoc labeling, or inconsistent labeling in-
fluences the performance of the tools.



3.4. DEVIL’S ADVOCATE 79

Additionally, each experiment in this study is repeated ten times, each time
using a different random seed for the stratified train-test split. Using this
repetition we avoid that the results are influenced by a single train-test split
or a single initialization of random parameters for one of the tools.To ensure
that the tools are compared on equal grounds, the same train/test split is
used across the tools for each run. By reporting both the median perfor-
mance score, and by doing statistical testing on the obtained performance
scores we aim to obtain results that are sound and reliable. These 10 runs
ensure that for both research questions (RQ3.1 and RQ3.2) the obtained
differences across tools, or as a result of meta-tokenization, are not due to
random effects, or opportune train-test splits.

Response: Given the reliable labelling process on both datasets and our
multiple runs with random train-test splits, our confidence on the RQ1 and
RQ2 results is strengthened.

3.4.2 Don’t sentiment analysis tools already apply preprocess-
ing techniques to handle non-natural language?

If the existing sentiment analysis tools evaluated in this work already apply
techniques to filter out or otherwise preprocess non-natural language the
findings for RQ3.2 might be impacted.

To determine whether the tools benchmarked in this study apply techniques
that might affect the effectiveness of meta-tokenization we analyze the pa-
pers in which the tools were originally described [17, 43, 76, 55, 38]. From
the papers we extract and read the sections in which the preprocessing pro-
cess is described, and we report the steps taken by the tools to process the
input texts. Where needed we also analyzed the available source-code of
the tools, to better understand how the tools pre-process input.

Senti4SD: Uses extensive feature engineering which can be divided into three
categories: generic sentiment lexicon features, keyword-based features and
features based on word embeddings [43]. While computing these features
Senti4SD applies very limited preprocessing. It only replaces all usernames
with the meta-token @USERNAME. However, Senti4SD does not perform any
stemming or lemmatization, nor are stopwords removed. In the paper for
Senti4SD no details are mentioned about the removal of URLs, stopwords
or HTML. However, the authors do mention that the dataset on which
Senti4SD was originally trained is a dataset in which URLs, code snippets
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and HTML tags were removed. This dataset is the StackOverflow gold-
standard dataset.

SentiCR: Uses many different preprocessing steps to process an input item
of text, in total 7 steps are used [17]. In order of execution these are:

1. Expansion of contraction: Expands contractions such as I’m → I am
using a dictionary of 124 commonly occurring contractions.

2. URL Removal : Removes all URLs from the text.

3. Handling of emoticons: Replaces four emoticons with a predefined
token indicating whether the emoticon is positive or negative.

4. Negation pre-processing : Uses NLTK [37] to express a chunk grammar
that can recognize and annotate negations such as “I do not like your
changes”.

5. Word stemming : The stemming of input words with the stemmer of
NLTK.

6. Stop-word removal : Removal of stop-words using a customized list of
stop-words.

7. Code-snippet removal : The removal of code snippets through a list
of predefined keywords, and the removal of all words that are present
in less than three input texts of the train set.

SentiSW: Similar to SentiCR, SentiSW uses a preprocessing pipeline that
contains the following steps in order of execution:

1. Non-English character deletion: The deletion of all non-ascii charac-
ters from the input.

2. Contraction expansion: Similar to SentiCR, however, no mention is
made of the list of contraction used.

3. Code snippet removal : The usage of a GitHub markdown parser to
remove markdown code snippets.

4. URL and quotation removal : Removal of URLs and text enclosed in
quotes.

5. Stop-word removal : Removal of stop-words using a predefined list
provided by StanfordNLP [167].
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6. Emoticons and punctuation mark processing : The replacement of
emoticons with tokens indicating whether the emoticon is positive or
negative.

7. Negation marking : The usage of grammar rules to annotate nega-
tions, a predefined list of negation words is used.

8. Word tokenization and stemming : The usage of NLTK to tokenize
and stem words [37].

SEntiMoji: In the paper of SEntiMoji no explicit mention of preprocessing
of input data is made [55]. The one detail that is mentioned is that the
dataset used for the finetuning of SEntiMoji has been processed using meta-
tokens for code, urls and issue references. However, no mention is made
of applying this same preprocessing to input or training data. Through a
manual investigation of the source-code of SEntiMoji we find that some sort
of meta-tokenization is applied on input data. Namely, SEntiMoji replaces
URLs, mentions using @ and URls in input data with meta-tokens.

BERT-based transformers: The paper itself makes no explicit mention of
preprocessing that is applied [38]. However, in the source-code of the ac-
companying replication package we find that the authors use an existing
tokenizer from the huggingface library4. This tokenizer is a SentencePiece
tokenizer, which splits a sentence up into several smaller tokens [135]. How-
ever, this tokenizer does not apply any meta-tokenization.

All studied sentiment analysis tools have different preprocessing pipelines.
Conceptually, SentiCR and SentiSW are most similar, as they both use simi-
lar preprocessing pipelines, with differences in the implementation of certain
steps. SEntiMoji falls between SentiCR and SentiSW as it does apply some
form of meta-tokenization, however, it only applies this meta-tokenization
for a limited number of tokens, as opposed to the meta-tokens identified in
this work. Meanwhile Senti4SD has a very limited preprocessing timeline,
and the BERT-based transformers both have a preprocessing pipeline that
does not remove non-natural language.

Response: If the existing preprocessing applied by the tools influences
the effectiveness of meta-tokenization one would expect to see that meta-
tokenization is effective for Senti4SD and the BERT-based transformers, but
not for SentiCR, SentiSW and SEntiMoji. However, we find no evidence for

4https://huggingface.co/docs/tokenizers/index
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the effectiveness of meta-tokenization for any of the tools. Which allows
us to conclude that the preprocessing steps already executed by the tools is
not comparable to the meta-tokenization performed in this work.

3.5 Discussion
Through the experiments conducted in this work, we observe two differ-
ent findings: We find limited evidence supporting the recommendation
that large-scale deep-learning sentiment-analysis tools outperform exist-
ing machine-learning tools. Additionally, we find no evidence that meta-
tokenization improves the performance of sentiment analysis tools.

3.5.1 Applying Sentiment Analysis Tools to Study Software
Engineering

Improper usage of sentiment analysis tools might impact the replicabil-
ity of studies that use sentiment-analysis tools to derive conclusions [149].
Therefore, existing literature has studied how to apply sentiment analysis to
software engineering data. As a result, there are many different recommen-
dations on how to select and apply sentiment analysis tools. In benchmarks
of general-purpose sentiment analysis tools applied to software engineering
data Jongeling et al. [123] found that general-purpose tools are not accu-
rate. As a result, Jongeling et al. recommend using tools that are designed
for software engineering data and tools that are tailored to the lingo used
by developers. Novielli et al. [189] recommend training sentiment analysis
tools on gold-standard datasets. If no gold-standard dataset is available
for a given context, Novielli et al. [189] recommend using rule-based senti-
ment analysis tools. Additionally, Novielli et al. recommends that sentiment
analysis tools should not be used outside of the platform. For instance, a
tool trained on GitHub data should not be used to predict sentiment on
StackOverflow data. Based on additional benchmarks Uddin et al. [269]
recommends using a supervised tool that combines the output of five state-
of-the-art sentiment tools to achieve a 4% increase in accuracy over the
best-performing standalone tool.

In addition to the recommendations on how to select sentiment analysis
tools, there are also recommendations on how to analyze sentiment in soft-
ware engineering: Novielli et al. [189, 190] recommend that sentiment anal-
ysis tools should always be validated on a robustly labeled sample of the
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data to ensure the tool is accurate. This process of labeling a small sample
and validating the tool should continue until the tool is sufficiently accurate.
Additionally, Novielli et al. [189] recommend explicitly picking an established
theory of affect and purposefully using sentiment analysis tools that align
with this theory of affect. Finally, Novielli et al. [190] recommend carefully
considering the unit of analysis (sentences vs. documents).

In this chapter, we add a more fine-grained recommendation on how to
select sentiment analysis tools to the body of literature based on our re-
sults for RQ3.1, namely: Given the relatively minor performance differences
between the tools based on machine learning vs. deep learning, which we
include in our benchmark (Table 3.5), we recommend that the tool choice
for sentiment analysis should not solely be based on predictive performance.
Instead, the tool choice should depend on the alignment of the tool with
the chosen theory of affect, domain adaption, and the suitability of the tool
for the given task. In practice, the choice of models bigger in terms of lan-
guage model or tool complexity might not automatically result in a better
performance. Instead, many other aspects are more important to ensure
the validity of obtained results.

The two studied datasets contain items that were sampled from two differ-
ent platforms. This choice is in line with the intention to minimize the risk
of platform or context influencing our results we have opted to use datasets
from two different platforms. Specifically, two platforms were considered:
Github, a collaborative software development platform, and StackOverflow,
a Q&A platform, are used by software engineers to communicate with each
other. However, the language used on these two platforms might differ from
the language used on other platforms. Specifically, it might not be represen-
tative of language used in other software engineering contexts such as the
language used during closed-source development. While most of the publicly
available datasets of developer communication prepared for sentiment anal-
ysis have been derived from open-source projects or StackOverflow [149],
there have been attempts to apply sentiment analysis to contexts, such as
transcripts of meetings [113]. However, in their study the language of the
meetings is German, and the datasets are not publicly available, making it
infeasible to include data such as this in our study.

Suppose such datasets were available, it is not unthinkable that differences
in language usage or communication norms might influence the performance
of sentiment analysis tools. In other contexts, such as the study of Self-
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Table 3.6: The percentage of items per dataset, per polarity class that
contain non-natural language that has been replaced with meta-tokens.

Dataset % Meta-tokens
Negative Neutral Positive

GitHub 12.89% 35.24% 11.38%
StackOverflow 11.65% 15.05% 11.39%

Admitted Technical Debt, it has been found that practices between open-
source and industry differ [291]. Previous studies show that sentiment anal-
ysis tools are sensitive to the dataset and the context or platform on which
they have been trained [189, 190]. Therefore, when transferring sentiment
analysis tools to other contexts one should be aware of the potential limi-
tations and the need to validate and potentially retrain sentiment analysis
tools on the specific context.

3.5.2 Dataset creation and presence of non-natural language

For RQ3.2 we studied the effect of meta-tokenization on two datasets,
GitHub [189] and StackOverflow [43]. During the creation of the datasets
the authors of both datasets made different decisions: According to the pa-
per, Calefato et al. [43] removed code fragments, URLs and HTML from the
text in the dataset. However, in the manual labeling and automatic removal
of non-natural language elements (Tables 3.1 & 3.2) we still identified code
fragments and URLs in the StackOverflow dataset. In the work of Calefato
et al. they used a different approach to remove such elements than the
Regex-based approach used in this work. Specifically, they only removed
multi-line code elements using HTML parsing. In the GitHub dataset [189],
no mention is made of removing any non-natural language elements. This
difference in approaches has replaced a greater number of source-code frag-
ments with meta-tokens in the GitHub dataset than in the StackOverflow
dataset.

Table 3.6 shows how many items were replaced with meta-tokens per sen-
timent polarity class in each dataset. Even though the process with which
both datasets were created was different, the proportion of items with neg-
ative or positive sentiment that contain meta-tokens is similar for both
datasets. However, there are more items with meta-tokens in the GitHub
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dataset for the neutral class than in the StackOverflow dataset. This dif-
ference in the proportion of meta-tokens in the GitHub dataset is why we
intuitively expected meta-tokenization to work: Without meta-tokenization,
sentiment analysis tools might learn to associate words used in non-natural
language snippets with neutral sentiment. However, even on the GitHub
dataset, no effect from meta-tokenization is observed for any of the bench-
marked tools. For the StackOverflow dataset we also do not observe any
impact of meta-tokenization. However, while creating the dataset Calefato
et al. [43] removed some non-natural language elements. These removals
may have impacted the distribution of non-natural language elements over
the sentiment polarity classes and the results obtained. Nonetheless, be-
cause there is still some imbalance in the StackOverflow dataset (cf. Ta-
ble 3.6) and we observed no difference in the GitHub dataset, we do not
expect this to have influenced our results. In practice, this means that
replacing non-natural language elements does not further improve the per-
formance of sentiment analysis tools. Therefore, we recommend not replac-
ing non-natural language elements with meta-tokens for sentiment analysis
tasks.

However, the notion of using meta-tokens, or semantic categories, might be
beneficial for other contexts in which sentiment analysis or opinion mining is
applied. For instance, for the task of summarizing opinions expressed about
APIs, a topic previously studied by Uddin and Khomh [270]. The idea of
using a separate pre-processing step to merge semantically similar words
(performance, maintainability, usability) into one token (non-functionals)
could further improve the accuracy of summarization tools.

3.5.3 Benchmarking sentiment analysis tools

When sentiment analysis tools are benchmarked, the experimental set-up
should attempt to adhere to existing recommendations where possible. In
the benchmarks performed for RQ3.1 our results differ from the results re-
ported by Biswas et al. [38] and Chen et al. [55]. However, both Biswas et al.
and Chen et al. did not adhere to the recommendation of Novielli et al.
[189] to retrain all benchmarked tools on the datasets used in the study. As
a result of this, both studies find larger differences in predictive performance
between the machine-learners and deep-learners.

Additionally, for the experiments in this work, we ran each tool ten times
with different train-test splits per experiment to ensure that the results do
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not depend on one particular train-test split. While analyzing the perfor-
mance scores of the sentiment-analysis tools we noticed that for some tools,
there is a large amount of variance in the performance scores (Figure 3.1 &
Figure 3.2). Therefore, when benchmarking sentiment analysis tools, and
especially when reporting the results of a single run in which small per-
formance differences are observed, one should be mindful of this variance.
Techniques to address such inconsistencies in results such as repeating runs
or k-fold cross validation [111], already exist. However, our findings again
stress that these techniques remain important for the study of sentiment
analysis tools in software engineering.

3.6 Threats to Validity
In this section we describe the threats to internal, external and conclusion
validity [224].

3.6.1 Internal Validity

A potential threat to internal validity is the presence of undetected and un-
replaced non-natural language elements in the datasets. These unreplaced
non-natural language elements could affect the validity of our results, as
these elements might impact the ability of the sentiment analysis tools to
learn to classify sentiment. To mitigate this risk of this happening we labeled
a sample of 100 items from each dataset and we identified the non-natural
language elements present in the sample, such that the most frequent types
of non-natural language have been identified. While labeling the sample for
non-natural language elements a substantial agreement was obtained by the
two authors who performed this labeling task.

The position of non-natural language in the text matters. For instance, while
labeling we encountered frequent examples of items such as usernames, file-
names, and source-code that were used more like named entities: “Thank
you @Username” vs. “@USERNAME. Thanks that was extremely helpful”. In
the second case, the non-natural language element exists separately from
the comment, while in the first case it is part of the comment. We opted to
not label the first occurrence as non-natural language since one could inter-
pret the occurrence of non-natural language as a part of the text. However,
for the automatic detection and replacement of non-natural language ele-
ments with meta-tokens we used regular expressions, which were not able to
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distinguish between these two cases. This imprecise removal might further
explain why we do not observe any effect of meta-tokenization.

Another risk that might have affected the obtained conclusions is our choice
for regular expression to replace the identified non-natural language ele-
ments. By design, this approach is only able to detect the non-natural
language elements that have been properly escaped with the markdown lan-
guage of the platform from which the dataset was taken. However, during
labeling we found instances of non-natural language elements which were
not (properly) escaped with markdown. Because of the choice for regular ex-
pressions these instances were not replaced by meta-tokens and might have
influenced the results and the observed impact of meta-tokenization.

The validity of the results for the benchmarking depend on the quality
of the original datasets according to Novielli et al. [189]. Both datasets
used in this study have been labeled using well-defined labeling guidelines.
However, both datasets were created by researchers from the same research
group, the items in both datasets were sampled using semi-random sampling
techniques, and both datasets are based on older datadumps. While these
factors might have affected the ability of the tools to ’learn’ how to classify
sentiment we have no reason to believe that any bias introduced by the
construction of the datasets is specific to one type of tools.

3.6.2 External Validity

For this work, we used two gold-standard datasets to evaluate the effect
of meta-tokenization. While these two datasets are the only two gold-
standard datasets available of this size labeled using theoretical models of
affect other datasets have been labeled in a more ad-hoc manner [149]. Our
results might not generalize over these datasets. However, given the ad-hoc
labeling used for these datasets any difference in observed results (either
for predictive performance or for the impact of meta-tokenization) might
not be due to the nature of the datasets, but due to the ad-hoc labeling.
Therefore, we have not opted to include these datasets in the study.

3.6.3 Conclusion Validity

We run multiple statistical tests to compare both the predictive performance
and agreement of the sentiment analysis tools. However, because we ran
statistical tests for each performance metric and each setting, we corrected



88 CHAPTER 3. TRANSFOMERS AND META-TOKENIZATION

the p-values to reduce the false discovery rate. The procedure we used for
this is the Benjamini-Hochberg procedure (1995).

3.7 Related Work
Benchmarking studies of Sentiment Analysis tools for Software Engineer-
ing: Several studies have sought to benchmark the performance of senti-
ment analysis tools used for software engineering. Jongeling et al. found
that general-purpose sentiment analysis tools are inaccurate when they are
applied to technical texts [123]. To address this concern several software
engineering-specific sentiment analysis tools have been designed and bench-
marked [43, 40, 55, 76, 120, 298]. A benchmark of sentiment analysis tools
performed by Novielli et al. found that the dataset on which a software
engineering specific sentiment analysis tool is trained on greatly influences
the performance of the tools [189]. Moreover, Novielli et al. found that
the dataset on which a sentiment analysis tool has been trained not only
influences predictive performance but also conclusions that can be obtained
when applying sentiment analysis tools [190]. While these benchmarks eval-
uate the performance of sentiment analysis tools, they do not specifically
investigate how meta-tokenization influences performance.

Some of the benchmarks performed to compare software-engineering sen-
timent analysis tools include a comparison of machine-learning tools and
deep-learning tools[55, 298]. In the work of Chen et al. [55] the authors
compare the performance of Sentimoji with several other sentiment-analysis
tools, however, since the publication of the work newer datasets have been
released. Therefore, in this benchmark study, we add a comparison be-
tween machine learning and deep learning tools on the GitHub gold-standard
dataset. Moreover, in this work, we also compare Sentimoji with another
deep learner: The BERT-based transformer. Meanwhile, the work of Zhang
et al. [298] compares BERT-based transformers with machine learning and
dictionary-based sentiment analysis tools on both gold-standard datasets
used for this work. However, in the work of Zhang et al. the authors do not
retrain all machine-learning-based sentiment analysis tools in their bench-
marks. In this study, we retrain all tools used for the study, both machine-
learning and deep-learning-based ones, and therefore provide an accurate
comparison. Uddin et al. [269] also benchmark BERT-based transformers.
In their work Uddin et al. compare the BERT-based transformer with an
ensemble tool that combines the output of several sentiment analysis tools.
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They find that the ensemble tool (SentiSEAD) slightly outperforms the
BERT-based transformers. However, they do not directly compare machine-
learning-based sentiment analysis tools with the BERT-based transformers,
and the work of Uddin et al. does not list the predictive performance of
each of the tools used as part of the ensemble. Therefore, the paper does
not contain enough information to answer RQ3.1 .

Non-natural language in technical text: Previous work already studied the
presence of non-natural language elements such as code fragments in tech-
nical texts. Bacchelli et al. investigated the usage of an automated tech-
nique to remove noise (code fragments) from e-mails [29]. They created a
manually labeled dataset based on the mailing lists of several open-source
projects and then used several features to classify whether a line belonging
to an e-mail on the mailing list is natural language or not. While Bacchelli
et al. study e-mail messages we use datasets that were taken from GitHub
and StackOverflow, additionally, Bacchelli et al. perform a line-based clas-
sification while we replace tokens in sentences. Secondly, Bacchelli et al. do
not study how their classification impacts sentiment analysis tools.

Mäntylä et al. designed an R-based classifier to classify whether a text frag-
ment is natural-language or not [169]. Gathered data from several different
platforms, and manually labeled whether these items are natural language.
To classify whether a line of text is natural language or not Mäntylä et al.
use a generalized linear model with a penalty, achieving high AUC and F-
scores. However, in the work of Mäntylä et al. entire lines are classified,
as opposed to the replacement of fragments within a text. Additionally,
Mäntylä et al. do not study how this classification influences sentiment
analysis tools.

Efstathiou et al. studied the language used by software engineers in code re-
views, in their work they describe replacing non-natural language fragments
with a token capturing the semantic meaning of the fragment [80]. While
we apply an approach that is similar to that of Efstathiou et al. we study
how these replacements influence the ability of sentiment analysis tools to
classify sentiment.

3.8 Conclusion
In this work, we set out to answer two different research questions: Based
on recent work [237, 288, 89, 202] we posed RQ3.1: Do existing deep-
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learning sentiment analysis models outperform machine-learning-based sen-
timent analysis tools? Secondly, based on the idea proposed by Efstathiou
and Spinellis [80] we posed RQ3.2: How does the replacement of non-natural
language elements in sentiment analysis data with meta-tokens affect the
performance of Sentiment Analysis tools?

We have taken five sentiment analysis tools designed for software engi-
neering to answer these two research questions. Three machine-learning
tools and two deep-learning-based tools. Additionally, we selected two gold-
standard datasets of sentiment polarity and benchmarked all five tools on
both datasets. To answer RQ3.1, we compared machine-learning tools’
performance scores with the deep-learning-based tools’ scores. To address
RQ3.2, we identified and replaced several types of non-natural language el-
ements in the dataset with meta-tokens. We then compared per tool an
instance of the tool trained on the original dataset, and an instance of the
tool trained on the meta-tokenized version of the dataset.

For RQ3.1 we only observe minimal performance differences (no more than
4 percentage points) between the best-performing machine-learning tool
(Senti4SD) and the two deep-learning-based sentiment analysis tools. Based
on these findings, we extend the existing recommendations in the field of
sentiment analysis for software engineering with the recommendation that
the tool selection should not just be based on predictive performance. In-
stead, the alignment of the tool with the chosen theory of affect, and the
tool’s suitability for the given task should be considered. This recommen-
dation holds as long as the chosen tools are trained with appropriate gold-
standard datasets and the performance of these tools is validated on a
robustly labeled sample. While deep-learning and machine-learning-based
tools perform similarly when gold-standard datasets are available, future
work could focus on understanding whether tools perform equally well in
cases where less robustly labeled data is available.

Moreover, after studying the impact of meta-tokenization on the accuracy of
sentiment analysis tools (RQ3.2) we conclude that meta-tokenization does
not improve predictive performance, or agreement. Based on this finding, we
argue that the non-natural language elements present in the current gold-
standard datasets does not reduce the ability of sentiment analysis tools
to predict sentiment. However, there might be other contexts or domains
in which non-natural language elements impact sentiment analysis tools’
ability to predict sentiment, such as templated messages used by software
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bots. Future work could focus on understanding whether meta-tokenization
is beneficial in these contexts.
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Chapter 4
Sentiment of Technical Debt
Security Questions on Stack
Overflow: A Replication
Study

Technical debt (TD) refers to the accumulation of negative consequences
resulting from sub-optimal solutions during software development. A recent
paper by Edbert et al. studied the difference between security-related TD
questions, and security-related non-TD questions on Stack Overflow (SO).
One of the characteristics under investigation is the sentiment expressed in
these two categories as sentiment provides insight into developers’ attitudes
and emotions toward security-related TD. To this end, Edbert et al. used
a general-purpose, off-the-shelf, sentiment analysis tool. However, previous
research has shown that general-purpose off-the-shelf sentiment tools are
potentially unreliable when applied to software engineering texts. Therefore,
we replicate the study by Edbert et al. using state-of-the-art sentiment anal-
ysis tools purpose-built and fine-tuned on SE data, to understand whether
and how tool-choice influences the obtained results. We consider both
machine (Senti4SD) and deep learning (BERT4SentiSE) tools. To further
understand the differences between machine and deep-learning sentiment
analysis tools, we perform a qualitative analysis into the underlying rea-
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sons for tools disagreement. We identify five categories of disagreements:
misunderstanding context, courtesy phrases, subjective sentiment, brevity,
and divergent examples. This chapter makes a methodological contribution
to the scientific body of knowledge primarily relevant to researchers. Con-
sequently, the chapter does not report any insights directly applicable to
developers. Instead, the findings of this Chapter are helpful to researchers
who want to apply sentiment analysis to study developers. Through this
chapter, we re-iterate how important the careful selection of sentiment anal-
ysis tools is in performing sentiment analysis. Furthermore, the results are
relevant to users and developers of sentiment analysis tools, as they inform
tool selection dependent on the application domain, and provide insight
into optimization of the pre-processing steps. Finally, our study shows that
retraining sentiment analysis tools with identical data fails to resolve fun-
damental inconsistencies between how certain types of language, such as
courtesy phrases, are classified.

4.1 Introduction
Technical debt (TD) is a metaphor representing the accumulated negative
consequences resulting from choosing expedient or sub-optimal solutions
during software development [63]. TD can result in negative consequences
such as increased complexity, increased vulnerabilities, and reduced main-
tainability [144].

To manage software security in the development life cycle the concept of
TD has been extended to the security domain, thereby introducing the
notion of security-related TD [221]. Security-related TD is TD that results
in sub-optimal security practices. These practices can weaken the security
of a system significantly and potentially result in exploitable vulnerabilities
[136], hence managing security TD is of the essence.

To obtain further insights into the challenges and needs surrounding security-
related TD Edbert et al. [79] have recently studied security-related TD
questions (STDQs) at Stack Overflow (SO). SO is an extensive archive of
SE knowledge, offering information on specific technologies and correspond-
ing developer perspectives [31], and has been used to study TD in the past
[18, 95].

One of the aspects studied by Edbert et al. [79] was the sentiment of
STDQs on SO. Analyzing sentiment improves understanding of popularity
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and emotion toward security-related TD questions [175]. The study by
Edbert et al. found that the sentiment expressed by security-related TD
SO questions is mostly neutral. Furthermore, the sentiment expressed in
STDQs is comparable to the sentiment expressed by security-related non-
TD SO questions.

To perform this analysis, Edbert et al. used the VADER sentiment analysis
tool from the NLTK package. However, Lin et al. [151] have shown that
off-the-shelf sentiment analysis tools such as VADER perform poorly on SE
data, and hence Lin et al. discourage the usage of tools such as VADER
within a SE context. Furthermore, they recommend using sentiment anal-
ysis tools that have been retrained on SE data when conducting sentiment
analysis within the SE domain.

Given the relevance of security-related TD and the potential inaccuracies
of off-the-shelf sentiment analysis tools, we have opted to conduct an inde-
pendent replication [236, 46, 68] of the sentiment analysis study of Edbert
et al. [79]. Specifically, when replicating the study of Edbert et al. [79] we
are interested in finding whether replacing VADER with SE-specific senti-
ment analysis tools such as Senti4SD [43] and BERT4SentiSE [38] would
affect the study conclusions. We opt not to include state-of-the-art Large
Language Models, as they are currently infeasible to run on large data sets.
Through replication we answer the following research questions:

RQ4.1: What sentiment is expressed in security-related techni-
cal debt questions on Stack Overflow?

RQ4.2: How does the sentiment contrast with the sentiment
of non-technical debt security-related questions on Stack Over-
flow?

Building on our replication study we further reflect on similarities and dif-
ferences between machine-learning and deep-learning SE-specific sentiment
analysis tools. While previous research has investigated the difference in
performance between such tools [268], the question arises in what context
a specific tool is most appropriate, and why. Hence, we conduct a follow-
up qualitative study to better understand why machine- and deep-learning
tools disagree, i.e., answer

RQ4.3: What are the underlying reasons as to why Senti4SD
and BERT4SentiSE evaluate a SO question to have a different
sentiment?



96 CHAPTER 4. REPLICATION STUDY

The remainder of this chapter is organized as follows. In Section 4.2 we dis-
cuss related literature, and in particular SE-specific sentiment analysis tools
Senti4SD and BERT4SentiSE. In Section 4.3 we discuss the methodology
employed for our analysis. This is followed by a presentation of our findings
in Section 4.4. Threats to validity are presented in Section 4.5. Section 4.6
contains a discussion of presented results, Section 4.7 the implications of
the research, and Section 4.8 concludes.

4.2 Related Work
Sentiment analysis tools have been extensively used to analyze software
engineering data. For example, Calefato et al. [45] observed that successful
SO questions typically employ a neutral emotional tone.

When considering the security domain specifically, Pletea et al. [212] have
previously conducted research into the sentiment of security-related discus-
sions on GitHub. They found that these discussions compromise approxi-
mately 10% of the total discussions on GitHub. The sentiment of security-
related discussions was more negative than non-security-related discussions.
While this work used NLTK VADER, an off-the-self sentiment analysis tool,
and hence a priori its results might be inaccurate, they have been confirmed
by subsequent replication studies [190].

SE-specific sentiment analysis tools Machine-learning tool Senti4SD
was originally introduced by Calefato et al. [43]. Senti4SD is a distri-
butional semantic model (DSM) and uses both lexicon and keyword-based
features, as well as word embeddings to obtain semantic features. Senti4SD
was originally trained on the gold standard SO data-set introduced in that
same paper. SentiCR is another machine-learning tool developed by Ahmed
et al. [17]. SentiCR converts the input text into a vector using a bag-of-
words approach. Then for classification, the Gradient Boosting Tree (GBT)
algorithm is applied to the vector.

Deep-learning tool BERT4SentiSE is a supervised deep-learning tool origi-
nally introduced by Biswas et al. [38]. BERT4SentiSE is based on the BERT
model developed at Google [73]. The tool uses a language representation
model to effectively answer natural language processing tasks. Introduced
by Chen et al. [55], SentiMoji is a deep-learning tool built atop DeepMoji
[85]. DeepMoji has learned using Twitter and Github data to classify senti-
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ment by associating emojis with text. Emojis representing the text are then
transformed into a vector, which in the final layer of SentiMoji is used to
classify sentiment polarity.

Tool benchmarking Novielli et al. [189] have looked at the performance
of SE-specific sentiment analysis tools and their accuracy in different set-
tings. In particular, they looked at lexical-based and supervised sentiment
analysis tools. Supervised models are trained on SE data such as SO ques-
tions, GitHub discussions, or Jira issues. The performance of supervised
models is significantly better in a within-platform setting, meaning the tools
are better at evaluating samples originating from the same platform as their
training set. Further work by Uddin et al. [268] confirmed these results
and added deep learning SE-specific sentiment analysis tools to the com-
parison. In the within-platform setting for SO data the deep learning tool
BERT4SentiSE performs best on all three of the evaluation metrics (pre-
cision 0.88, recall 0.88, F1 score 0.88). For machine-learning based tools,
Senti4SD performs best (precision 0.85, recall 0.85, F1 score 0.85).

Zooming in on the misclassifications of the machine-learning tools Novielli
et al. [191] identified seven categories of misclassifications. The most com-
mon category was polar facts, phrases that evoke an emotion while the text
remains neutral. General errors are cases where the tool is unable to cope
with the context or misclassifies because of poor pre-processing. Politeness,
are instances where tools struggle to differentiate between neutral and non-
neutral sentiment. In implicit sentiment polarity, emotion is not expressed
explicitly through emotive words. Subjectivity in sentiment analysis, are
cases where the evaluation of sentiment is subjective. Lastly, the inabil-
ity to deal with pragmatics or context information, and figurative language
were the two least common categories.

Replications of SE-specific sentiment analysis studies Jongeling et al.
[123] and Novielli et al. [190] have conducted replication studies of senti-
ment in software engineering texts. Jongeling et al. replicated two empirical
SE studies that use off-the-shelf sentiment analysis tools. In their replication
study, they used four off-the-shelf sentiment analysis tools. When replicat-
ing the study by Pletea et al. [212] vastly different data was obtained, yet
Jongeling et al. were able to confirm most of the conclusions of Pletea
et al.. For the second study Jongeling et al. replicated, the conclusions
could not be confirmed. Novielli et al. [190] also replicated the work of
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Pletea et al. using 4 SE-specific sentiment analysis tools. The original
conclusions were again mostly valid despite the tools obtaining dissimilar
distributions of sentiment. The conclusions of the second study replicated
by Novielli et al. could not be validated, as each of the three SE-specific
tools resulted in contradictory conclusions.

4.3 Methodology
As befitting a replication study we follow the methodology employed in the
original work by Edbert et al. [79]. The only differentiation from the original
study is the selection of sentiment analysis tools. We re-use the dataset from
the original work by Edbert et al. [79]. To classify the sentiment of each
question we follow the procedure used by Edbert et al. [79] to preprocess
the data, and we append the title to the body for each SO question. Then
we apply three sentiment analysis tools to the resulting data set: VADER,
the tool used by Edbert et al., Senti4SD [43], and BERT4SentiSE [38]. To
answer RQ4.1 and RQ4.2, we perform statistical analysis of the distributions
of sentiment values reported by the tools, while for RQ4.3, we perform
thematic analysis of the disagreement between the tools.

4.3.1 Data

Using the predefined list of SO tags identified by Yang et al. [286], Edbert
et al. [79] have collected SO questions tagged with such security-related
tags as “sql-injection” or “websecurity”.Next, Edbert et al. used an ML
classifier to categorize the questions into technical debt, i.e., STDQ, and
non-technical debt, i.e., non-STDQ. The dataset contains 45,078 (38%)
STDQs and 72,155 (62%) non-STDQs. We do not replicate this classifica-
tion process and consider the same 45,078 STDQs and 72,155 non-STDQs
as in the original study by Edbert et al.

4.3.2 Sentiment Analysis Tools

VADER represents the baseline against which we can compare the other SE-
specific sentiment analysis tools. VADER outputs a decimal score between
−1 (negative) and 1 (positive). We convert this decimal score to a ternary
score using the procedure outlined in VADER’s documentation1: A score

1https://github.com/cjhutto/vaderSentiment
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greater than or equal to 0.05 is mapped to “positive,” score smaller than or
equal to −0.05—to “negative,” and a score between −0.05 and 0.05— to
“neutral.”

We compare VADER with the best-performing machine-learning and the
best-performing deep-learning tools on SO data [268], namely Senti4SD [43]
and BERT4SentiSE [38]. Since Senti4SD is pre-trained using the gold stan-
dard SO sentiment data set introduced by Calefato et al. [43] we use the
default hyperparameters for Senti4SD within our study. We have retrained
BERT4SentiSE using the same gold standard SO data set. Both Senti4SD
and BERT4SentiSE classify input text as either “positive”, “negative” or
“neutral.”

4.3.3 Analysis

To answer RQ4.1, we plot the proportion of SO questions corresponding
to each tool’s three polarity categories (negative, neutral, positive). To an-
swer RQ4.2, we test whether the sentiment distribution between STDQs and
non-STDQs differs using the Cochran-Armitage test. Under the assump-
tion that all three sentiment polarity classes can be ordered (positive >
neutral > negative). We use the traditional significance threshold of 0.05
and to control for multiple comparisons we correct the p-values using the
Benjamini-Hochberg procedure [35].

To answer RQ4.3 we perform a qualitative analysis of disagreement between
the tools. Inspired by grounded theory building [231] we follow an iterative
approach. We sampled random batches of 20 SO questions that were clas-
sified differently by Senti4SD and BERT4SentiSE. For each question in the
batch, the sentiment is manually evaluated using the guidelines provided
by Calefato et al. [43] based on the framework of Shaver et al. [235]. To
ensure consistency between batches, the same author evaluates each batch.
Having manually established the sentiment of the question, we next deter-
mine the phrases that influenced the classifiers in their sentiment evaluation
and group the phrases into broader categories. Batches are sampled until
no new categories are obtained, i.e., saturation is reached.
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4.3.4 Availability of Data

To encourage further replications, all material produced, such as input data,
generated data, and code is available in the replication package.2

4.4 Results

In this section, we discuss the results to RQ4.1, RQ4.2 and RQ4.3.

4.4.1 RQ4.1: What sentiments are expressed in security-related
technical debt questions on Stack Overflow?

Table 4.1 summarize the numbers of positive, neutral, and negative security-
related STDQs identified by VADER, Senti4SD, and BERT4SentiSE. We
note that VADER rates almost all SO questions as non-neutral, and the ma-
jority as positive. Both Senti4SD and BERT4SentiSE predominantly rate
the questions with a neutral sentiment. This observation is aligned with the
observation of Raman et al. [216] that many terms such as ‘abort’ and ‘kill’
that have negative connotations in general English, but are neutral in soft-
ware engineering. The numbers of questions Senti4SD and BERT4SentiSE
label as negative and positive are relatively similar.

The paper by Edbert et al. states that STDQs “typically have a neutral
sentiment” [79]. Table 4.1 invalidates this conclusion when VADER is con-
sidered, the very same tool used by Edbert et al. in the original study. The
conclusion is, however, valid when considering SE-specific tools Senti4SD
and BERT4SentiSE. Since SE-specific tools have been repeatedly shown
to be a better proxy for human sentiment assessment, we believe that the
statement that STDQs “typically have a neutral sentiment” has been con-
firmed.

RQ4.1

STDQs have a positive sentiment when VADER is used for analysis
contradicting the results of Edbert et al.; SE-specific tools Senti4SD
and BERT4SentiSE find that STDQs are mostly neutral.

2https://osf.io/cdxhk/?view_only=8b7f6c90ca884781a14630a2d38e16e5

https://osf.io/cdxhk/?view_only=8b7f6c90ca884781a14630a2d38e16e5
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Table 4.1: Sentiment of security-related TD questions on SO

Tools Expressed sentiment
Positive Neutral Negative

VADER 33,904 1,517 9,657
Senti4SD 11,937 19,626 13,515
BERT4SentiSE 4,708 35,879 4,491

4.4.2 RQ4.2: How does the sentiment contrast with the sen-
timent of non-technical debt security-related questions
on Stack Overflow?

There are 72,149 non-STDQs, i.e., non-TD security-related SO questions
in the data set. The number of questions corresponding to each of the
three polarity labels is displayed in Table 4.2. Similarly to STDQs, we find
that VADER rates the majority of questions positive, and very few neutral.
The distribution of sentiment of Senti4SD and Bert4SentiSE for non-TD
questions seems to be very similar to the distribution of TD questions.
Again most questions are rated neutral.

Table 4.2: Sentiment of security-related non-TD questions on SO

Tools Expressed sentiment
Positive Neutral Negative

VADER 45,725 7,062 19,362
Senti4SD 18,379 31,911 21,859
BERT4SentiSE 7,808 58,785 5,556

To verify whether the distribution of sentiment is statistically different be-
tween TD questions and non-TD questions we run the Cochran-Armitage
statistical test. The resulting statistic and p-values (rounded to 4 decimals)
can be found in Table 4.3.

As outlined previously we use a significance level of p < 0.05 in our statisti-
cal tests and we corrected the p-values using the Benjamini-Hochberg [35]
procedure to control for multiple comparisons. For the Cochran-Armitage
test, we obtain p-values of less than 0.05 for all three tools. Hence we



102 CHAPTER 4. REPLICATION STUDY

can reject the null hypotheses, meaning the distributions of sentiment for
STDQs and non-STDQs are different.

Edbert et al. concluded that the sentiment in security-related TD ques-
tions is comparable to the sentiment expressed in security-related non-TD
questions [79]. However, statistical analysis reveals that the distributions of
sentiment STDQs and non-STDQs are statistically different.

RQ4.2

We conclude that the distribution of sentiment for STDQs and non-
STDQs is different, contradicting the conclusion by Edbert et al.

4.4.3 RQ4.3: What are the underlying reasons as to why
Senti4SD and BERT4SentiSE evaluate a SO question
to have a different sentiment.

We manually evaluated 6 batches of 120 security-related SO questions at
which point saturation was reached. We detected the following five cat-
egories for causes of misclassification: courtesy phrases, misunderstanding
context, brevity, divergent examples, and subjective sentiment.

Courtesy phrases are words and phrases that express politeness but are not
necessarily emotionally charged, e.g., “thanks” or “help is appreciated”. Mis-
understanding context refers to language that should be considered neutral
within the specific communicative context but which might be misinter-
preted as negative or positive if the context is ignored. Brevity refers to

Table 4.3: Statistical test on distribution of sentiment between STDQs vs
non-STDQs. Zero as the p-value means that the p-value is too small to be
computed exactly.

Tools Cochran-Armitage
statistic p-value

VADER 2465 0
Senti4SD 14.81 0.0006
BERT4SentiSE 181.54 0
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short text fragments (< 20 words) that are neutral but result in at least
one of the tools evaluating the fragment as positive or negative. Divergent
examples refer to examples given by the author of the SO question that
are inherently confusing, these include code as well as emotive dummy text.
One such example is "Here is a hint: ’GOOD’ ’LUCK’, it ’SOUNDS SIMPLE
TO ME’". Lastly, subjective sentiment are fragments where the sentiment
is not clear. These can be cases where both overtly positive and negative
sentiment is expressed, or in general, when a reasonable argument for more
than 1 sentiment label can be made. Any SO question can be assigned zero
or more of these categories.

Table 4.4: Manual evaluation of miss-classification frequency

Misunderstanding Context 43
Courtesy Phrases 37
Subjective Sentiment 13
Brevity of text 7
Divergent examples 3
No category 32

Category Frequency

During the manual evaluation of 120 SO questions, we found 43 cases
where misunderstanding context occurred, 37 cases using courtesy phrases,
13 cases with subjective sentiment, 7 cases where brevity of text was rel-
evant, and 3 cases where divergent examples played a role. See Table 4.4
for the results. For 32 questions (27%) we could not determine any cate-
gory accurately explaining the miss-classification. An example of such an
inexplicable question would be the following:

Find out map path from user account to Security group[Win
server 2012].
I have system account which is part of a security group. the
account is added to SG indirectly. How can i find the map path
between the user account and Security group

This fragment clearly expresses a neutral sentiment, nonetheless, Senti4SD
assigned a positive polarity to this fragment. None of the hypotheses that
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could potentially explain the positive evaluation in this case were consistent
with the other fragments we analyzed, and hence we leave these inexplicable
questions uncategorized.

Courtesy phrases seem to have a noticeable effect on BERT4SentiSE. In to-
tal, there are 37 questions in which courtesy phrases occur. BERT4SentiSE
rates 16 of these questions with a positive sentiment. In total, BERT4SentiSE
only rates a total of 17 questions as positive, hence the vast majority of pos-
itively rated questions by BERT4SentiSE contain courtesy phrases. Ques-
tions containing courtesy phrases are often rated as positive by BERT4SentiSE
despite being neutral (10 such cases in our manually annotated sample),
hence courtesy phrases result in many false positives for BERT4SentiSE.
BERT4SentiSE only rates a question with courtesy phrases as negative if
there is some other overtly negative expression in the question which is
why these classifications tend to be accurate. Meanwhile, Senti4SD does
not seem to be affected by courtesy phrases, out of the 37 questions con-
taining courtesy phrases Senti4SD only classifies 12 as positive, and 17 as
negative. Therefore it seems that Senti4SD ignores courtesy phrases in
its polarity assessment while BERT4SentiSE tends to use it as an indica-
tion of positive polarity. Questions containing courtesy phrases often result
in opposite classifications by Senti4SD and BERT4SentiSE, here, opposite
classifications occur when one classifier rates the fragment as positive, and
the other as negative. Out of the 13 questions with opposite classifications,
11 contain courtesy phrases.

Deep-learning tools are expected to outperform machine-learning tools when
understanding of context is important in classifying a fragment. In total
there are 43 SO questions in our analysis for which misunderstanding of
context leads to misclassifications. BERT4SentiSE correctly classifies 35
out of 43 such cases. While Senti4SD correctly classifies only 5 out of 43
cases. This seems to confirm our hypothesis that deep-learning tools are
better at understanding context.

Brief SO questions (< 20 words) do not seem to affect BERT4SentiSE,
for all 7 instances in our data-set BERT4SentiSE correctly labels them as
neutral. Senti4SD rates all 7 of these instances as either positive or negative,
hence Senti4SD incorrectly classifies all SO questions of short length. A
potential reason for this is that Senti4SD detects some word or phrase with
a slight polarity, since the text fragment is short this polarity dominates the
sentiment calculation, causing the fragment to be rated incorrectly.



4.5. THREATS TO VALIDITY 105

The sample contains 3 SO questions in which the examples used confuse the
tools. Code examples that were not contained in an HTML or markdown
element have not been removed during pre-processing. These cases seem
to confuse both classifiers. Examples that contain words with emotional
polarity confuse BERT4SentiSE, however, the sample size is insufficiently
small to verify the effects precisely.

There are 13 instances where confusion arose during the manual labeling
of sentiment. For 3 of these cases, the tools assigned opposite sentiment
classifications.

RQ4.3

We found five different causes for missclassifications between
BERT4SentiSE and Senti4SD. Notably, BERT4SentiSE is more likely
to classify text containing courtesy phrases as positive and is more
accurate when the expression of sentiment is context-dependent.
Meanwhile, Senti4SD incorrectly classifies short text as non-neutral.

4.5 Threats to validity
Our replication study adheres closely to the methodology of the original
work; consequently, several threats to validity that are pertinent to the
original study are also applicable to this replication.

Construct validity refers to the degree to which a measurement or test ac-
curately assesses the concept it intends to measure. Similar to the original
work by Edbert et al. the data set of SO questions was filtered using the
keywords associated with an SO question. This could lead to inconsisten-
cies as the keywords are assigned by the author of the SO question. The
original paper’s authors manually checked a statistically significant sample
and determined that in 97% of cases, the questions were indeed security-
related. Our study uses the same data set, and thus, this is also applicable
to our study. Manual verification reduces the threat to validity; however, a
potential threat persists due to the subjectivity of manual evaluation. Fur-
thermore, during filtering, only the 9 keywords as identified by Yang et al.
[286] were used. Security questions not using these keywords could have
been missed, resulting in a potential threat to validity.
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The qualitative analysis in our study used a manual evaluation of SO ques-
tions. Emotion perception, which includes sentiment evaluation, is subjec-
tive to the person conducting the evaluation [230]. The manual evaluation
used in the qualitative analysis was conducted by a single author, thereby
potentially introducing subjectivity into the assessment. To mitigate this
threat, we excluded difficult cases from our analysis by not assigning any
sentiment to them in our manual labeling. Secondly, in line with recom-
mendations [189] we used the emotion classification framework of Shaver
et al. [235].
Internal validity is the extent to which a study accurately measures the
impact of the independent variable. The classifier determining whether SO
questions are TD or non-TD forms a threat to the study’s internal validity.
The classifier had an F1 score of 0.75 in the original work, which is sub-
optimal as the data set may contain false positives and false negatives.
The completeness and accuracy of the misclassification categories identified
in our qualitative analysis can not be verified, as they are exploratory. Some
of the categories do conform with a previous qualitative analysis that com-
pared misclassifications of several machine-learning tools [191], indicating
our results are not completely unfounded.
External validity is the extent to which a study can be generalized outside
the study setting. Similar to the original study, we restrict our analysis to
SO data; generalizing our conclusions to security-related TD in general is
not necessarily valid. By making the materials used in this study publicly
available, we encourage evaluation of its external validity.
Furthermore, we aim to generalize our qualitative analysis to machine-
learning and deep-learning tools in general. This generalization is not nec-
essarily valid, as the machine-learning and deep-learning tools not evaluated
in our study use different training data and use comparable but different
classification techniques.
Conclusion validity is the extent to which the inferences and conclusions
are warranted. In the original study by Edbert et al., conclusions are rather
vague, using terms such as comparable to describe how the distribution of
sentiment among STDQs and non-STDQs differ. In our replication study,
we precisely define and verify hypotheses using appropriate statistical tests,
thereby reducing the threat to conclusion validity. Additionally, we minimize
the false discovery rate by controlling for multiple comparisons.
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4.6 Discussion

It is important to note that when replicating the original study, with the
same tool, using the same data, we do not confirm the conclusion of Edbert
et al. [79] that STDQs are mostly neutral. Meanwhile, when we use SE-
specific sentiment analysis tools, we do find that STDQs are mostly neutral.
This results in a curious situation, where the original study’s data does not
support the drawn conclusion, yet the data derived using an independent
replication does confirm their conclusion.

The original paper also claims that the sentiment in STDQs and non-
STDQs are comparable. Using statistical tests, we find that this conclu-
sion can not be validated for sentiment derived using VADER, Senti4SD, or
BERT4SentiSE. This shows the importance of using hypothesis tests, as op-
posed to merely relying on visual confirmation. Furthermore, this suggests
that developers experience dealing with security-related TD differently from
dealing with security-related non-TD. This discrepancy could be caused by
factors such as lack of understanding, usefulness in obtaining short-term
benefit, and frustration [144, 36].

Previous replication studies in sentiment analysis for software engineering
have sought to verify claims about a singular polarity label when inves-
tigating the effect of SE-specific sentiment analysis tools on conclusion
validity [123, 190]. In other words, the replications studied the validity
of conclusions claiming that a certain data group is more negative/posi-
tive/neutral than a different group. In this work, we verified a similar claim:
STDQs are mostly neutral. However, we also observed that the polarity
distribution differs between BERT4SentiSE and Senti4SD. Hence, conclu-
sions that make a claim about a singular polarity label are weaker than
conclusions about the general distribution of polarity between groups. In
contrast to previous replication studies, we also verified a stronger claim:
Specifically about the general distribution of sentiment between STDQs
and non-STDQs. We found that sentiment polarity distributes differently
across these two categories. The original work by Edbert et al. [79] claimed
the distributions are comparable, further highlighting that claims about a
specific polarity label tend to be easier to validate than claims about the
general distribution.

Further inspection of disagreements between Senti4SD and BERT4SentiSE
indicates that misunderstanding context, courtesy phrases, and subjective
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sentiment each influence misclassification. These findings seem to corre-
spond with previous research analyzing the misclassifications of machine-
learning tools [191]. Misunderstanding context seems to occur frequently in
our study. Deep-learning tools such as BERT4SentiSE use a language repre-
sentation model to process natural language effectively [38]. This method
seems to result in a better understanding of contextual semantics than
machine-learning tools, such as Senti4SD, which derive their contextual un-
derstanding from training data. Furthermore, despite both Senti4SD and
BERT4SentiSE having been retrained using the same gold standard SO
data set, they evaluate courtesy phrases very differently. Hence, we con-
clude that merely using the same data set is insufficient for tool consistency.
Therefore, when selecting tools these discrepancies should be taken into ac-
count to ensure that the chosen tool reflects the desired interpretation of
sentiment. Furthermore, this seems to imply that deliberate strategies are
necessary to deal with of inconsistencies among tools.

4.7 Implications
Below, we summarize the implications of our research for researchers and
developers of sentiment analysis tools.

For researchers. We have seen that deep-learning tools such as BERT4SentiSE
are better at determining sentiment in situations where context is highly rel-
evant. Future research could investigate whether incorporating more con-
textually diverse training data for machine learning tools such as Senti4SD
significantly improves the ability to differentiate neutral contexts. Further-
more, the suitability of BERT4SentiSE for situations where context is rel-
evant should be used to inform tool choice. Additionally, the different
handling of courtesy phrases by both BERT4SentiSE and Senti4SD could
also be a factor in picking one tool over the other.

Future work should investigate the cause of the discrepancy in sentiment
polarity between STDQs and non-STDQs. Understanding the cause of why
sentiment polarity differs over these two groups of questions could help man-
agers and/or educators take action to avoid unnecessary negative sentiment
and thereby mitigate any detrimental effects that negative sentiment can
have [106].

For developers of sentiment analysis tools. As sentiment analysis tools
are inconsistent in their evaluation of courtesy phrases developers of senti-
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ment analysis tools should take extra care to ensure the polarity of courtesy
phrases conforms to their understanding of courtesy phrases polarity. Espe-
cially because we have seen that retraining tools on the same data set does
not immediately result in consistency between tools. Therefore, strategies
must be developed to address these inconsistencies explicitly, as retraining
is unsatisfactory. Developers could also aid accurate tool usage by explicitly
stating how their tool deals with courtesy phrases and whether they are
considered neutral or non-neutral.

4.8 Conclusion
In this replication study, we investigated the sentiment of STDQs, and
how their sentiment contrasts with that of non-STDQs on SO using SE-
specific sentiment analysis tools. We validated the claim of the original
study by Edbert et al. [79] that STDQs are mostly neutral. Furthermore,
we investigated the sentiment expressed in STDQs and non-STDQs. We
found that their distribution is different, contradicting the assertion in the
original work that the sentiment of TD and non-TD security-related SO
questions are comparable.

Novel insights were obtained when we further investigated why state-of-the-
art machine and deep-learning SE-specific sentiment analysis tools classify
SO questions differently. We found that the deep-learning tool BERT4SentiSE
is better at understanding neutral contextual semantics. Furthermore, we
found that machine-learning and deep-learning tools that have been trained
on the same data evaluate courtesy phrases fundamentally different, result-
ing in inconsistent classifications between tools. We therefore recommend
careful analysis of the application-domain before tool selection.
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Chapter 5
Self-Admitted Technical Debt
and Comments’ Polarity: An
Empirical Study

Self-Admitted Technical Debt (SATD) consists of annotations —typically,
but not only, source code comments— pointing out incomplete features,
maintainability problems, or, in general, portions of a program not-ready
yet. The way a SATD comment is written, and specifically its polarity, may
be a proxy indicator of the severity of the problem and, to some extent, of
the priority with which it should be addressed. In this chapter, we study the
relationship between different types of SATD comments in source code and
their polarity, to understand in which circumstances (and why) developers
use negative or rather neutral comments to highlight an SATD. To address
this goal, we combine a manual analysis of 1038 SATD comments from a
curated dataset with a survey involving 46 professional developers. First of
all, we categorize SATD content into its types. Then, we study the extent
to which developers express negative sentiment in different types of SATD
as a proxy for priority, and whether they believe this can be considered as
an acceptable practice. Finally, we look at whether such annotations con-
tain additional details such as bug references and developers’ names/initials.
Results of the study indicate that SATD comments are mainly used for an-
notating poor implementation choices (≃ 41%) and partially implemented
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functionality (≃ 22%). The latter may depend from “waiting” for other
features being implemented, and this makes SATD comments more neg-
atives than in other cases. Around 30% of the survey respondents agree
on using/interpreting negative sentiment as a proxy for priority, while 50%
of them indicate that it would be better to discuss SATD on issue track-
ers and not in the source code. However, while our study indicates that
open-source developers use links to external systems, such as bug identi-
fiers, to annotate high-priority SATD, better tool support is required for
SATD management.

5.1 Introduction
Self-Admitted Technical Debt (SATD) [215] refers to source code comments
(as well as other annotations elsewhere) indicating that the corresponding
source code is (temporarily) inadequate, e.g., because the implementation
is incomplete, buggy, or smelly. The identification of SATD [67, 220], as
well as its introduction or removal, have attracted significant attention of
the research community [32, 64, 293, 217, 295].

In this chapter, we study the annotation practices of open-source devel-
opers from two perspectives. First, we use an existing curated dataset of
SATD comments [67] to study their content and their sentiment polarity.
Second, we survey open-source developers to (i) ask them about specific
annotation practices they adopt, and (ii) elicit the SATD comments that
they would draft in five different scenarios representative of code not being
right yet.

To understand which kinds of technical debt (TD) are annotated by de-
velopers, previous literature has also categorized SATD comments. The
categorizations of SATD proposed so far are based on the various phases
of the software development process [66, 32]. As such, they (i) miss the
opportunity to identify concerns transcending the boundaries of individual
development phases such as waiting for other components to be ready, and
(ii) are somewhat broad because the SATD content still lacks an in-depth
classification. Specifically, while SATD might manifest at one phase of the
software development process, resolving it might require activities typically
associated with another phase. For instance, the following SATD com-
ment,1 taken from the Apache Ant project, can manifest during testing

1Even if the comment does not explicitly “admit” to technical-debt being present, it
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but its resolution requires a bug to be fixed, i.e., a typical implementation
activity.

“doesn’t work: Depending on the compression engine used,
compressed bytes may differ. False errors would be reported.
assertTrue(“File content mismatch”,
FILE_UTILS.contentEquals(. . .)));.”

Hence, while the existing categorizations contribute to the understanding of
the SATD phenomenon, we think that a different categorization is required
as a basis for the design of tools that can help support SATD resolution. By
providing a more fine-grained classification of the problems experienced by
contributors we expect that more actionable insights can be obtained from
SATD. Thus, we ask the following research question:

RQ5.1: What kind of problems do SATD annotations describe?

To address RQ5.1, we use 1038 SATD comments sampled from the dataset
of da S. Maldonado et al. [67] to perform a fine-grained classification. We
classify SATD comments from the point of view of their textual content, as
opposed to the software development life-cycle, as it was done in previous
work [66, 32]. Our taxonomy has been created by adopting a bottom-up
strategy (i.e., what do SATD comments mention?) rather than a top-down
(i.e., how do SATD comments map onto a software development life-cycle?).
This leads us towards a taxonomy featuring nine top-level categories special-
ized into 32 sub-categories. The taxonomy spotlights categories that are,
on the one hand, crosscutting to the life-cycle and, on the other hand, more
related to the reasons why SATD was admitted and to the goal developers
want to achieve.

Different authors have studied the sentiment and emotions expressed by de-
velopers [168, 183, 192, 149]. In particular, Mäntylä et al. [168] and Murgia
et al. [183] studied emotions expressed in the context of issue reports, find-
ing that there appears to be a link between issue priority and complexity and
negative emotions present in issue reports. When describing TD, developers
could express the same concept in neutral or in a rather negative fashion.
For instance, in the following comment from JRuby the author expresses a
negative attitude:

“// Yow...this is still ugly”

is still considered SATD as it explicitely acknowledges technical debt.
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Several authors hypothesize that the expression of negative sentiment may
be a proxy for the priority of a problem to be solved [94, 270, 150]. In
other fields, such as marketing, negative sentiment has a clear meaning.
For instance, customers give greater weight to negative information [281],
and negative reviews are more useful to customers’ decisions than positive
ones [47, 244]. However, to the best of our knowledge, nobody has studied
how priority is expressed in different kinds of software development issues—
and in particular TD-related issues—and whether developers use negative
sentiment to indicate priority. This leads us to address the following research
question:

RQ5.2: How do developers annotate SATD that they believe
requires extra priority?

To address RQ5.2, we ask developers how they would annotate TD they
believe requires more priority, and specifically whether they would (i) use
negative sentiment to indicate higher priority and (ii) interpret a comment
with negative sentiment as an indication of higher priority. Our results
show that while the perception of negativity as a proxy for priority is not
necessarily shared by all developers, it is still sufficiently common to confirm
this relation as hypothesized in the previous work [94, 270, 150].

Other than that, we also seek to understand whether developers believe
that the expression of negative sentiment in annotating TD is an accept-
able practice. In particular, if developers believe that expressing negativity
is not acceptable, then they might feel obliged to suppress it. Suppressing
negative emotions is an example of emotional labor—i.e., the “process by
which workers are expected to manage their feelings in accordance with
organizationally defined rules and guidelines” [114]—in software develop-
ers [233]. While traditionally, software development has been stereotyped
as a job less likely to induce emotional labor [74], communication between
developers and their collaborators makes their job an intrinsically social ac-
tivity [252]. Therefore, we ask the following:

RQ5.3: Do developers believe that the expression of negative
sentiment in SATD is an acceptable practice?

To address RQ5.3, we directly ask open-source developers whether they
believe that expressing negativity when annotating TD is an acceptable
practice.

Furthermore, certain kinds of TD may be expressed with a different sen-
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timent. For example, an issue affecting the system’s functionality may be
perceived as more critical than a documentation or maintainability issue,
and therefore be expressed more negatively. This leads us to address the
following research question:

RQ5.4: How does the occurrence of negative sentiment vary
across different kinds of SATD annotations?

To address RQ5.4, we follow two different approaches, i.e., (i) we study the
sentiment polarity of the 1038 SATD comments used for addressing RQ5.1,
and (ii) we use a survey asking respondents to draft SATD comments for
different scenarios. The latter is used since that, within a specific open-
source project, developers might not feel free to express the emotions they
experience [114]. We consider as non-negative all comments merely stating
the problem or suggesting an improvement, e.g., “TO DO : delete the
file if it is not a valid file”, while we consider as negative all comments
expressing a negative attitude, e.g., “TODO : YUCK!!! fix after HHH-1907
is complete”.
From the answers given by our survey respondents to RQ5.2 we learn that
open-source developers use links to external systems, such as bug identifiers,
to annotate high priority SATD. Moreover, in a survey-based study on task
annotations, Storey et al. [255] found that developers tend to include addi-
tional references or information in task annotations. To better understand
this phenomenon we investigate our last research question:

RQ5.5: To what extent do SATD annotations belonging to dif-
ferent categories contain additional details?

To address RQ5.5, we combine manual and automatic labeling of the com-
ments from the dataset of da S. Maldonado et al. [67] with manual labeling
of the comments drafted by the survey respondents.
By studying the annotation practices of developers we hope to better un-
derstand how developers use and perceive different kinds of SATD. In turn,
this should help developers better triage and prioritize TD, and allow re-
searchers to better understand how SATD containing negative sentiment
influences, and is perceived by, developers. The full dataset, files used dur-
ing the annotation, and qualitative data gathered during the survey, are
publicly available.2

2https://figshare.com/articles/online_resource/Self-Admitted_
Technical_Debt_and_Comments_Polarity_An_Empirical_Study/17024294

https://figshare.com/articles/onli ne_resource/Self-Admitted_Technical_Debt_and_Comments_Polarity_An_Empirical_Study/17024294
https://figshare.com/articles/onli ne_resource/Self-Admitted_Technical_Debt_and_Comments_Polarity_An_Empirical_Study/17024294
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Figure 5.1: Methodology

5.2 Study Design

To address the research questions stated in the introduction, we combine
two different analyses, as depicted in Fig. 5.1. On the one hand, we take a
sample of 1038 from an existing curated dataset of SATD comments [67],
and categorize their content (to address RQ5.1, and, by further classifying
the presence of additional references in the comments, RQ5.5), and senti-
ment (to address RQ5.4). On the other hand, we survey 46 open-source
developers to understand their perception to negative sentiment in SATD,
and way they express priority in SATD. The survey is composed of two
parts: (i) questions about SATD practices (addressing RQ5.2 and RQ5.3),
and (ii) vignettes [223, 174, 200] depicting realistic scenarios where de-
velopers can admit TD, and for which we ask survey participants to write
possible SATD comments. The latter further contribute to answering RQ5.4
and RQ5.5.
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Table 5.1: Number of SATD comments in the original dataset and in the
sampled ones.

SATD Type Initial Dataset Without Duplication Sampled
Defect 472 350 116 (11%)
Design 2703 2260 657 (63%)
Documentation 54 49 39 (4%)
Implementation 757 550 183 (18%)
Test 85 80 43 (4%)
Total 4071 3289 1038

5.2.1 Addressing RQ5.1: SATD content coding

To study the content of SATD comments we take an existing dataset of
SATD comments and perform open coding of this dataset.

Dataset

We start from a curated dataset of SATD comments by da S. Maldonado
et al. [67], consisting of 4071 SATD comments belonging to 10 different
open-source Java projects. These comments were classified by da S. Mal-
donado et al. [67] into five categories (Defect, Design, Documenta-
tion, Implementation, and Test). Note that Implementation debt
also includes Requirement debt from the original taxonomy of da S. Mal-
donado and Shihab [66].

First, we remove 782 duplicated comments (i.e., comments having the same
content but attached to different source code elements) since our focus
is on the comments’ content. After the removal, we manually analyze
a statistically significant random-stratified sample (strata are the SATD
comments types in the initial dataset) accounting for 1038 SATD comments
(confidence interval of 3.33% for a confidence level of 99%). Specifically,
as reported in Table 5.1, our sample has the same percentage of SATD
comments types as the initial dataset, guaranteeing that each SATD type is
well represented in our study. For instance, our dataset without duplication
counts 350 SATD belonging to Defect, i.e., ≃ 11% over the total number
of SATD comments (3289), and in our sample, we have manually analyzed
116 SATD comments in the same category that accounts for 11% of the
total number of SATD comments being analyzed.
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Data analysis

To derive a taxonomy for SATD contents, we follow a card-sorting proce-
dure, and specifically a cooperative (multiple annotators) open (no prede-
fined categories) card-sorting [245]. This step has been conducted by the
authors of the companion paper [90].

In the first round, two of the authors independently created labels for 108
SATD comments randomly chosen from the dataset without duplication
in proportion to each SATD type. Once completed, the two annotators
discussed their labels, i.e., also resolving inconsistencies and redundancies,
and grouped the tags into a hierarchy. After that, two different authors
reviewed the initial set of created labels, in turn suggesting improvements,
obtaining a taxonomy featuring 11 high-level categories specialized into 26
sub-categories.

In the second round, two authors used the first version of the taxonomy
to label a different set of 115 SATD comments randomly picked from the
dataset without duplicated instances and, again in proportion to each SATD
type. Specifically, while reading a SATD comment content, the annotator
could choose to reuse an existing label or to add a new one. Upon com-
pletion, the two annotators solved inconsistencies and evaluated the intro-
duction of newly added labels. The updated version of the taxonomy has
been sent to two different authors, that after some improvements ended
up with a taxonomy featuring ten high-level categories specialized into 28
sub-categories. More specifically, two high-level categories have been used
as specializations of other categories and one has been added (see details
in the online dataset).

In the third round, using the same process, the authors manually analyzed
114 SATD comments. As a result, they obtained a new modified version of
the taxonomy made up of 11 high-level categories, of which two are newly
introduced ones and one became a sub-category. The high-level categories
were properly specialized into 36 sub-categories, five of which were not
reported in the previous version.

This final version of the taxonomy has been used to label the remaining
701 comments that were randomly assigned to four authors, such that
each SATD comment was independently analyzed by two of them. Also
in this case, the annotators could either use the existing labels or create a
new one if no one fitted a specific comment. As it happens in teamwork
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card-sorting [245], newly introduced labels (groups) became immediately
available also for other annotators. Upon completion, the annotators dis-
cussed their classifications resolving inconsistencies, and revised the tax-
onomy. During the last round, the authors did not introduce any new
high-level category while using two of them to specialize existing ones, even
if there is the introduction of two new sub-categories. In summary, since
in our last round no new high-level categories are introduced, the identi-
fied taxonomy is general enough. However, this does not exclude that, in
the future, further contents could emerge and be therefore included in the
taxonomy.

To address RQ5.1, we present our final version of the taxonomy, reporting
for each category the number of SATD comments belonging to it together
with some examples aimed at explaining the meaning of the category.

5.2.2 Addressing RQ5.2 and RQ5.3

Table 5.2: Survey Questions

When writing source code, how often do you write
source code comments indicating delayed or in-
tended work activities such as TODO, FIXME, hack,
workaround, etc.?

Never, Rarely (Less
than once a month),
Sometimes (Monthly),
Often (Weekly), Very
often (Daily)

When authoring comments that describe a problem,
how often do you write negative source-code com-
ments indicating delayed or intended work activities
such as TODO, FIXME, hack, workaround, etc.?

Never, Rarely (Less
than once a month),
Sometimes (Monthly),
Often (Weekly), Very
often (Daily)

How often do you come across negative source-code
comments indicating delayed or intended work activi-
ties such as TODO, FIXME, hack, workaround, etc.?

Never, Rarely (Less
than once a month),
Sometimes (Monthly),
Often (Weekly), Very
often (Daily)

Question Response Type

Continued on next page
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Table 5.2: Survey Questions (continued)

Suppose you believe that an issue requires extra prior-
ity, how would you usually indicate this in a comment
indicating delayed or intended work activities such as
TODO, FIXME, hack, workaround, etc.?

Open-text

While writing a comment describing an issue in the
source-code, I am more likely to write negative com-
ments for issues that I believe are more important.

Strongly disagree, Dis-
agree, Neutral, Agree,
Strongly agree

Writing negative comments to assign extra priority to
issues in the source-code is an acceptable practice.

Strongly disagree, Dis-
agree, Neutral, Agree,
Strongly agree

Whenever I come across a source-code comment de-
scribing a problem that is particularly negative, I inter-
pret this as a more important issue than a source-code
comment describing a problem that is more neutral.

Strongly disagree, Dis-
agree, Neutral, Agree,
Strongly agree

Question Response Type

For both RQ5.2 and RQ5.3, we seek to understand how developers annotate
SATD that is more important, and whether they believe the annotation of
TD with negative sentiment is an acceptable practice. Therefore, we use a
survey to ask open-source developers whether they use a negative sentiment
as a proxy for SATD priority and whether they consider the expression of
negative sentiment in annotating TD as an acceptable practice. Specifically,
we ask the questions shown in Table 5.2.

To learn the methods used by open-source developers to annotate high
priority SATD (RQ5.2), two authors performed an open card-sort [245] on
the responses to the open-question on how developers annotate high priority
TD, and a third author resolved the conflicts. Each response can be assigned
to multiple cards, based on the content of the answer being provided. As it
is widely hypothesized that negative sentiment in SATD is used to indicate
priority [94, 270, 150], we augment the open question with a set of closed
questions on whether developers interpret negative sentiment as a proxy for
priority, as well as, whether they are more likely to write negative SATD for
high priority issues.

Finally, the closed questions on whether developers consider the expression
of negative sentiment in SATD as an acceptable practice, and how fre-
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quently developers come across or author negative SATD allows us to de-
termine whether open-source developers believe that this is an acceptable
practice (RQ5.3). We statistically compare the three distributions (SATD
annotation, SATD negative annotation, and encountering negative SATD)
using (a) a combination of the Kruskal-Wallis test (1952) with three post-
hoc pairwise Wilcoxon rank-sum tests with the p-values adjusted to control
for the false discovery rate, as recommended by Benjamini and Hochberg
[35], and (b) a more recently proposed multiple comparisons method of
Konietschke et al. [130].

5.2.3 Addressing RQ5.4

To address RQ5.4, we need to understand whether negative sentiment is
more or less likely to occur for specific categories of SATD. To this aim, we
analyze the sentiment of comments from the dataset of da S. Maldonado
et al. [67] and from a set of SATD comments drafted by respondents of
the survey. This way, we combine results of two different kinds of studies,
i.e., one conducted by mining SATD comments from real projects, and an-
other in which survey participants are involved. Section 5.2.3 discusses the
labeling protocol used to assign a sentiment polarity to SATD comments.
The labeling procedure was originally consolidated on the set SATD com-
ments from da S. Maldonado et al. [67] and then applied to annotate also
the SATD comments collected through the survey. Section 5.2.3, instead,
discusses the survey in which we ask respondents to draft SATD comments.
We would like to emphasize that, albeit obtained using the same protocol
and guidelines, the negative sentiment distribution in the two datasets of
SATD comments collected through software repository mining and survey,
respectively, might not be directly comparable. Specifically, differences in
the proportion of labels that we might observe could be related to the fact
that each category in our taxonomy is made up of several different sub-
categories, each one representing a specific development scenario. In our
survey, we could address only a selection of such scenarios depicted by our
vignettes (detailed in Table 5.3). As such, the SATD scenarios included
in the Maldonado et al. dataset are higher in number (and more diverse
in terms of specific SATD sub-categories) than the ones included in our
survey.
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Sentiment labeling of SATD

To address RQ5.4, all 1038 comments sampled from the dataset of da S. Mal-
donado et al. [67] for RQ5.1 have been manually annotated with their sen-
timent polarity (Section 5.2.1), together with the comments drafted by the
respondents of the survey (Section 5.2.3). In principle, we could have used
automated tools to classify comments’ polarity. However, previous work
has shown that even SE-customized sentiment analysis tools may fail to
produce a reliable annotation [151], especially if they are fine-tuned using a
gold standard collected on a platform that is different from the one targeted
for the study [189]. For this reason, we decided to perform a prelminary
assessment of the performance of publicly available, SE-specific tools for
sentiment analysis, as described in the following. To this aim, we leverage
a multiple annotator manual analysis and to create a gold standard against
which to compare the outcome of three publicly available sentiment analysis
tools that have been specifically tuned for the software engineering domain,
i.e., SentiStrength-SE [120], Senti4SD [43], and SentiCR [17].
By definition, SATD describes an undesirable situation, so we do not expect
to observe many positive comments and opt to classify sentiment as either
negative or non-negative, where the latter category includes both positive
and neutral comments. Comments conveying both positive and negative
sentiment are labeled as mixed. We label as negative, comments containing
expressions that clearly communicate negative sentiment, e.g., emotions or
negative opinions about the underlying code, beyond the negativity inherent
in problem reporting, e.g., SATD comments.
Determining sentiment for a text is a subjective task, i.e., the labels given by
individuals depend on their cultural background, upbringing, and interpre-
tation of the comment [230]. As such, following clear annotation guidelines
is recommended for enabling reliable annotation [191]. For this reason, we
defined a set of annotation guidelines by conducting a pilot labeling study.
We randomly sampled 32 comments from the 1038 comments of the dataset
of da S. Maldonado et al. [67] and asked each author to label them individ-
ually, based on their subjective perception of each comment polarity. Then,
we jointly discussed disagreements in a plenary session, resolving conflicts
and addressing ambiguities in the definition of negative sentiment. Based
on the results of our discussion, we drafted our coding guidelines to be used
for the labeling study as follows:

• negative: the comment expresses negative sentiment about the un-
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derlying source-code (e.g., “this method is a nightmare”); specifically,
we considered the following factors: terms highlighting urgency (like
the presence of terms such as “asap” and “urgent”), the presence of
multiple exclamation and question marks, as well as, the presence of
some keywords being reported in upper case such as the term NOT
in the comment: “// the plot field is NOT tested”;

• non-negative: the comment expresses either positive or no sentiment
about the code referenced in the comment (e.g., “TODO: Why is this
a special case?”);

• mixed : the comment expresses both positive and negative sentiment
(e.g., “This is a fairly specific hack for empty string, but it does the
job”).

We used the 32 SATD comments manually labeled during our pilot to eval-
uate the accuracy of the selected SE-specific sentiment analysis tools. We
apply the tools “off-the-shelf”, i.e., without further tuning or training [190].
Looking at the agreement between manual labels and the tools’ predictions,
we found that Senti4SD has the highest F-1 score (0.69), lower than the
one reported by the authors of the tool (0.87) on the original training plat-
form [43], i.e., Stack Overflow. By inspecting disagreements we found that
some negative comments were missed by the tool due to the presence of a
lexicon which is specific to SATD comments. For instance, “FIXME: Big
fat hack here, because scope names are expected to be interned strings
by the parser” is labeled as negative by the human judges but classified
as non-negative by Senti4SD. We conclude that the operationalization of
sentiment by tools does not align with our operationalization of sentiment
in SATD. For this reason, we decide to manually label both the remaining
SATD comments in the dataset and the SATD comments drafted by the
developers in the survey.

To label the 1038 comments from da S. Maldonado et al. [67], we divide
the comments in our sample, excluding the ones already labeled in our pilot
study (1006), over six annotators, including the authors of this chapter, such
that each annotator labeled an equal number of comments per SATD cate-
gory, and each comment was labeled by at least two annotators, to mitigate
the presence of any biases between annotators and over SATD categories.
Moreover, to ensure reliability and consistency of our labeled dataset, we
resolved all disagreements in plenary sessions involving all annotators. The
agreement between the annotators for the sentiment labeling of the com-
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ments from the dataset of da S. Maldonado et al. [67] is moderate, with a
Krippendorff’s α of 0.455 [131], which is in line with agreement reported
by previous studies on developers’ sentiment annotation in short comments
from software development platforms [183]. Lastly, to understand for what
SATD categories negative sentiment is more likely to occur, and how this
differs over the SATD categories of the taxonomy constructed in RQ5.1, we
use a pairwise proportion test [186]. Specifically, for each category, we com-
pare the proportion of negative and non-negative comments. Because of the
multiple comparisons, we control for the false discovery rate by adjusting
the p-values using the Benjamini-Hochberg procedure [35]. The Benjamini-
Hochberg procedure adjusts the p-values as follows: Let p1, .., pn be a
collection of p-values ordered from the smallest to the largest one. For pi

the adjusted value p′
i is computed as pi ∗ n/i (topped at 1). Hence the

largest p-value of the collection is never modified, and the smallest p-value
is increased most.

Survey

In addition to the survey questions described in Section 5.2.2, we ask the
respondents to draft SATD comments for five different scenarios selected
from the taxonomy identified in RQ5.1. Specifically, we took the five most
populous categories and, for each of them, we designed a vignette repre-
senting the category [223] (see Table 5.3).

Table 5.3: Vignettes used in the survey to describe different SATD cate-
gories.

Functional issue You are working on an open-source mail client and
you are working on a new feature. You observe that
the auto-completion of e-mail addresses is broken:
It should complete addresses using e-mail addresses
from the address book and e-mail addresses used re-
cently. However, it only uses addresses from the ad-
dress book for the auto-complete. You do not have
time to fix this immediately.

SATD-Category Vignette

Continued on next page
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Table 5.3: Vignettes used in the survey to describe different SATD cate-
gories. (continued)

Partially/not
impl. func.

You are working on an open-source mail client. You
observe that one method is not yet finished: If the
method detects invalid input it should raise a dialog
window, and this is not currently implemented. You
do not have time to fix this immediately.

Poor impl. choice You are working on an open-source diagramming ap-
plication. You observe that a code fragment is copied
over and over again. You do not have time to refac-
tor this immediately.

Documentation You are working on an open-source diagramming ap-
plication. You observe that there is a method without
any documentation, in violation of the agreed upon
coding guidelines. You do not have the time to read
the method and write the documentation yourself.

Wait While working on an open-source Java GUI applica-
tion and you are implementing a new feature, how-
ever, to implement this feature you are dependent on
an external API that is not yet available.

SATD-Category Vignette

During the survey we only showed the respondents the text of the vignette
but not the category name, to ensure that respondents are not biased by
the category name. For each vignette, we want to understand the TD
comments that developers would write. Hence, after each vignette we also
ask the following three questions:

(a) How likely will you add a comment recording this observation? Very
unlikely, Somewhat unlikely, Neither likely nor unlikely, Somewhat
likely, Very likely.

(b) What are your reasons for deciding to write a comment or not? Open-
text.

(c) If you would add a comment, please draft the comment you would
add in this situation? Open-text.
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For each vignette, we label the comments written for question (c) with
their sentiment polarity using the labeling procedure and operationalization
of sentiment described in Section 5.2.3. Agreement between the annota-
tors, over the SATD comments drafted for the survey was moderate with a
Krippendorff’s α of 0.503 [131]. Additionally, to learn whether negative sen-
timent is more likely to occur in specific categories we use a set of pairwise
proportion tests [186], similarly to Section 5.2.3.

To ensure that the order of the vignettes does not impact the results ob-
tained from the survey we create several survey variants in which we shuffle
the order of the vignettes. In the analysis, we merge the results of the
surveys with a different vignette order if there are no differences between
the responses given for different survey variants corresponding to different
orders. To determine whether the order in which we present the vignettes
to the users influences the results we apply PERMANOVA [23], which is a
non-parametric equivalent to the Analysis of Variance (ANOVA). For each
vignette we apply PERMANOVA with the dependent variable being the re-
sponse to the closed question, i.e., “How likely will you add a comment
recording this observation?”, and the independent variable being the order
in which the vignette was present in the survey. To account for the mul-
tiple comparisons we adjust p-values using the Benjamini-Hochberg proce-
dure [35]. For the vignette(s) where we find that the order influences the
responses, we apply a post hoc pairwise PERMANOVA to determine which
variants can be safely combined because the differences in the vignettes or-
der did not influence the answers to the closed questions. When discussing
the results we consider these subgroups separately.

5.2.4 Addressing RQ5.5: Identifying Additional Details in SATD

Developers use external references to annotate SATD that they believe is
more important, including links to bug trackers, or bug ids. Additionally,
from work by Storey et al. [255], we know that developers tend to include:
(i) references to another class, method, plug-in, or module, (ii) developers’
names or initials, (iii) references to bugs, (iv) URLs, (v) dates, and (vi)
“memorable keywords” in SATD.

To understand how often these additional details occur in SATD we use a
combination of manual labeling and automated detection to extract fields
(i) through (vi) from the 1038 SATD comments. Due to the heterogeneity
(as well as our unfamiliarity) with the practices of the projects that make up
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the dataset, and considering that in SATD comments keywords are mainly
related to tags, e.g., TODO, FIXME, XXX etc. we have chosen to not
identify “memorable keywords”.

Firstly, we identify the following fields automatically:

• for class names, we search for all possible class names of a project, ob-
tained from its git repository (all file versions from all branches), onto
comments, using a case insensitive, word boundary match, and for
methods references we use a simple regular expression (“\\w +\\(”,
matching all words that contain one or more alphanumeric characters
followed directly by an opening parenthesis);

• for bug references, we use the Fischer et al. approach [86], e.g.,
matching JIRA-style references (e.g., “jruby-1234”) or GitHub-style
reference (e.g., “#1234”);

• for URLs we match the following two regular expressions onto the
SATD comments, i.e., http:// and https://.

Also, while we initially detected bug-ids and dates (in this case matching
various formats as “03 Dec 1993”, or “19940621”) automatically, we double-
checked them manually because of the presence of several formats.

Based on a manual inspection of the dataset, we combine the results of the
automatic detection with the manual labeling. Specifically:

(i) for class/method names and URLs we use the automated detection;

(ii) for developers names/initials and dates we rely on the manual labeling;

(iii) for bug-ids we combine the manual analysis with the automatic de-
tection.

We report the occurrences of each field for each high-level category of the
taxonomy, and evaluate how the perceptions of developers, as found by
Storey et al. [255], compare to the occurrences of these fields in the 1038
SATD comments.

Additionally, to understand how developers annotate SATD when they are
asked to write comments in a more neutral setting, we manually label the
comments drafted by respondents in Section 5.2.3 for the presence of names,
dates, and references to bugs.
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5.2.5 Survey Preparation and Sampling
To verify whether the survey discussed in Section 5.2.2 and 5.2.3 was un-
derstandable for developers, and to ensure that the survey takes ca. 10–15
minutes to complete we asked two non-academic developers to fill out a
drafted version of the survey. Based on their feedback, we modified the
wording of several questions to make the survey more clear.

The survey itself was prefaced with an informed consent form that is in-
cluded as an appendix in the replication package and the survey has been
approved by the Ethical Review Board of the first author’s institution. The
population we target for this study are open-source developers, to make
results comparable with the quantitative analysis conducted on the Mal-
donado et al. dataset. To reach developers within this population we used
the following platforms:

• We sent out emails to the mailing lists of open-source software projects.
The list of projects is identical to the list that was used for the study
of Zampetti et al. [291]. This list also includes the mailing lists of
five out of ten projects from the Maldonado et al. dataset (i.e., the
ones for which we were able to access the mailing list) we used for the
other part of the study. We did not limit survey participation to the
projects from the Maldonado dataset to ensure larger participation
in the survey. In total, we invited the developers of 93 open-source
through the respective mailing lists, Discord, Slack, and Google Group
channels.

• We posted the link to the survey to several Facebook and LinkedIn
groups, which target open-source developers.

• We posted the survey on the Twitter accounts of the authors.

• We asked personal contacts for which we know that they contribute
to open-source projects to fill out the survey.

Note that the question about how often respondents author SATD has
been already posed before in a different study [64]. However, we include
this question to understand whether our respondents are as familiar with
SATD as in previous studies.

Finally, to ensure that we target only open-source developers we include a
screening question asking whether the respondent contributed in an open-
source project in the past three months. Moreover, to ensure that we collect
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no personal information we did not include any question asking about de-
mographics, such as age, gender, or experience. In the authors’ experience,
the latter favors larger participation. Moreover, it was a constraint for the
approval by our ethical committees.

5.3 Study Results

This section reports and discusses the study results, addressing the research
questions formulated in the introduction.

5.3.1 Survey Responses

In total we obtained 46 responses to the survey, and in this section we
discuss whether the order in which we presented the vignettes of the survey
influenced the results obtained. None of the questions was mandatory, hence
the number of responses for different questions might vary.

After the application of PERMANOVA [23] to the five vignettes described
in Section 5.2.3 we find that the responses for the vignettes of the macro-
categories: Poor implementation choices, Partially implemented, Functional
issues, and Wait, belonging to the different pools having a different ordering,
can be safely analyzed together, as the corresponding p-values are 0.71,
0.71, 0.52 and 0.95, respectively, i.e., all of them exceed the customary
threshold of 0.05.

The responses to the macro-category Documentation are dependent on the
order in which the vignette was included in the survey (p ≃ 0.03), and there-
fore we cannot merge all responses obtained for this vignette in different
survey variants. The post hoc analysis revealed that there is a statistically
significant difference between the answers obtained when the Documenta-
tion vignette is shown at the beginning of the survey, as the first or the
second vignette (subgroup A—36 responses), as opposed to the answers
obtained when the Documentation vignette is shown last (subgroup B—10
responses). We hypothesize that this difference can be attributed to how
developers were biased by seeing documentation-related vignettes after hav-
ing seen vignettes related to more critical issues (e.g., functional TD). In
such cases, respondents might have been tempted to say that documenta-
tion is not important enough to write a SATD comment for. In conclusion,
for this specific case, the ordering has influenced the results.
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5.3.2 RQ5.1: What kind of problems do SATD annotations
describe?

Fig. 5.2 depicts the taxonomy of SATD comments’ content, obtained as de-
scribed in Section 5.2.1: the small red boxes of Fig. 5.2 indicate the number
of SATD comments (out of 1038) belonging to each category. Table 5.4,
instead, shows the distribution and mapping between our high-level cate-
gories and the categories provided by da S. Maldonado et al. [64]. Note
that, for some comments, we were not able to assign the leaf category while
only the higher-level category. For instance, the SATD comment: “TODO:
implement the entity for the annotation” in jfreechart reports that the
functionality is only partially implemented but does not contain any other
information aimed at justifying why that happened.

Although our data came from a curated dataset [64], we still found 40
instances that, according to our manual analysis, were not related to SATD
(i.e., labeled as false positives). For instance, “Required otherwise it gets
too wide” in sql describes the design decision without indicating that it is
suboptimal in any sense.

While (not surprisingly) most SATD comments highlight poor implemen-
tation choices (429 over 1038) mainly related to maintainability issues, as
well as partially/not implemented functionality (229), we notice that func-
tional issues (135) are not so frequent in our sample. Furthermore, we
found 89 SATD comments classified as “Wait”, meaning that a developer
cannot improve the code or complete a functionality since they are waiting
for a different event that has to occur in the same project or in a third-
party component (e.g., “this is the temporary solution for issue 1011” in
jfreechart). As also reported in previous work [32, 66, 283], developers
tend to admit TD also in artifacts that are different from the production
code: indeed, we found 54 SATD comments dealing with documentation
issues, and 36 SATD comments related to the test code. Finally, we found
21 SATD comments describing misalignment between requirements and de-
sign or implementation, as well as problems with deployment (2) and SATD
comments that are left in the code while not describing a TD anymore
(3).

Next, we elaborate on each of the nine high-level categories of our taxon-
omy.

Poor implementation choice. This category includes (i) maintainability
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issues, (ii) poor implementation solutions, (iii) asking for code review, i.e.,
the developer is not sure of the actual design, (iv) performance issues, (v)
poor API usages, i.e., reliance on a third-party component without actually
understanding the proper way to use it, (vi) lack of intention to improve
the code despite the awareness that it is not in the right shape, and (vii)
usability issues.

Maintainability issues constitute the category with the highest number of
samples, not merely within “Poor implementation choices” but overall, cov-
ering 20% of the comments. The latter is in line with the results reported by
Zampetti et al. [291] highlighting that more than 60% of the open-source
developers in their study use annotations to indicate the need for maintain-
ability improvement. Unsurprisingly, many maintainability issues require a
refactoring activity such as a better distribution of responsibilities among
software components (e.g., “TODO: We should have all the information
that is required in the NotationSettings object” in argouml), proper reuse
of features (e.g., “TODO: Reuse the offender List” in argouml), or else
the replacement of magic numbers with proper constant variables (e.g., “//
TODO: define constants for magic numbers” in argouml).

Furthermore, we found 79 SATD comments reporting that the implemented
solution has to be improved, e.g., “EATM This might be better written as
a single loop for the EObject case” in emf highlighting the need for sim-
plifying the actual implementation removing a control structure. In other
cases, the developers criticize the implementation choices and ask for a
code review, e.g., “FIXME: Is “No Namespace is Empty Namespace” really
OK?” in apache-ant or “TODO: this assumes ranges are sorted. Is this
true?” in argouml. The latter confirms the findings by Ebert et al. [78]
who highlight that 8% of questions during code reviews express attitudes
and emotions. Specifically, their manual coding shows that developers ex-
press doubts through criticisms (≃ 5%) inducing critical reflection in the
interlocutor.

Finally, concerns related to the use of APIs and performance are reflected in
the SATD comments: e.g., “FIXME: don’t use RubyIO for this” in jruby
alerts developers to replace the existing API for a specific task, while “TODO
replace repeated substr() above and below with more efficient method”
in jmeter indicates performance issues.

Partially/Not implemented functionality groups the SATD comments
reporting that a feature is not ready yet. While, on the one hand, we found



5.3. STUDY RESULTS 133

Table 5.4: Distribution of our taxonomy top-level categories and how they
map onto da S. Maldonado et al. [67] categories.

Macro-category Defect Design Doc. Impl. Test Total
Poor implementation choices 22 361 2 43 1 429
Partially implemented 27 94 5 100 3 229
Functional issues 48 68 0 18 1 135
Wait 6 76 0 6 1 89
Documentation issues 0 19 30 4 1 54
Testing issues 0 1 0 0 35 36
Misalignment 1 13 2 5 0 21
SATD comments outdated 2 1 0 0 0 3
Deployment issues 1 0 0 1 0 2
False positive 9 24 0 6 1 40
Total 116 657 39 183 43 1038

many cases (105) in which the SATD comment simply reports that the
implementation is missing without adding any further details, on the other
hand, we found comments indicating what is specifically missing from the
implementation: e.g., a precondition (“TODO: delete the file if it is not
a valid file” in ant), or a postcondition check (“FIXME: Make bodyNode
non-null in parser” in jruby).

We found comments clarifying that the feature works only under specific
conditions (61) as “If c2 is empty, then we’re done. If c2 has more than one
element, then the model is crappy, but we’ll just use one of them anyway”
in argouml. Our results are in line with findings from Zampetti et al.
[291] who report that about half of their survey respondents use SATD to
report incomplete features, as well as, features exhibiting incorrect behavior
under certain conditions.

Finally, some comments (4) indicate that the implementation is absent due
to problems elsewhere: e.g., “Predecessors used to be not implemented,
because it caused some problems that I’ve not found an easy way to handle
yet. The specific problem is that the notation currently is ambiguous on
second message after a thread split.” in columba.

Functional issue includes all cases directly or indirectly related to the pres-
ence of a bug in the system and constitutes the third-largest category of
SATD comments in our taxonomy. Unsurprisingly, most of them highlight
the presence of a bug that should be fixed immediately, (i.e., 56 comments



134 CHAPTER 5. SATD AND POLARITY

belonging to the Bug to Fix category): e.g., “FIXME: If NativeException
is expected to be used from Ruby code, it should provide a real allocator to
be used. Otherwise Class.new will fail, as will marshaling. JRUBY-415” in
jruby. 11 SATD comments, instead, indicate the presence of misbehavior
that is acceptable even though a better solution must be found, i.e., Fix to
postpone: e.g., “this will generate false positives but we can live with that”
in ant.
The most interesting sub-category groups compatibility and dependency is-
sues that are also not very easy to address (41 SATD comments). For
instance, we found comments indicating that the code is not able to work
properly in specific environments, e.g., “waitFor() hangs on some Java
implementations” in jEdit, or cases where the actual implementation in-
herits a bug from an external API being used, e.g., “Workaround for JDK
bug 4071281 [...] in JDK 1.2” in jEdit.
Wait includes all SATD comments in which the developer reports that the
code has to be improved and/or completed once a different event occurs. In
many cases (51) the comments report that the code is a temporary patch
that needs to be removed later on, e.g., “TODO: temporary initial step
towards HHH-1907” in hibernate. Furthermore, 16 comments state that
the code is not in the right shape since it requires a different feature to be
ready first, e.g., “todo : remove this once ComponentMetamodel is com-
plete and merged” in hibernate. There are also seven SATD comments
where developers admit the presence of a TD in the code that cannot be
addressed before an issue already opened is not fixed, e.g., “// TODO:
This whole block can be deleted when issue 6266 is resolved” in argouml.
Differently from the comments belonging to the Fix to Postpone leaf in
the Functional issue category where the TD corresponds to the functional
issue for which developers do not have to rush to fix them, in this case
the functional issue is simply the event developers are waiting for before
removing a TD from the code. An interesting phenomenon related to wait-
ing is an SATD comment requiring other SATD comments to be fixed (2),
e.g., “TODO: simply remove this override if we fix the above todos” in
hibernate. We found four comments in which developers need to wait for
a proper API to be found, e.g., “This really should be Long.decode, but
there isn’t one. As a result, hex and octal literals ending in ’l’ or ’L’ don’t
work.” in jEdit. Differently from the comments belonging to the Poor API
usage leaf under the Poor Implementation Choices category where the TD
corresponds to an inappropriate API usage, here we group comments where
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developers admits the presence of a workaround that must be removed once
an appropriate API is found, i.e., the external event developers are waiting
for.

Recently Maipradit et al. [163] have looked at “on-hold” SATD, i.e., debt
containing a condition highlighting that a developer is waiting for a certain
event or an updated functionality having been implemented elsewhere, that
maps onto our “Wait” category. Our results confirm what found by Maipra-
dit et al. [163], i.e., around 8% of the SATD comments contains a waiting
condition, however, our taxonomy enlarges the set of possible events a de-
veloper is waiting for, indeed Maipradit et al. [163] only considered bugs to
be fixed, or new releases/versions of libraries.

Documentation issues (54 over 1038). Many cases are related to the
need for documenting a specific method/class such as “FIXME This func-
tion needs documentation” in columba. However, we also found three
cases describing inconsistencies in the related documentation, e.g., “UML
1.4 spec is ambiguous - English says no Association or Generalization, but
OCL only includes Association” in argouml, and one case in which the
author is reporting that the documentation cannot be modified even if it is
required to modify it, i.e., “TODO: Currently a no-op, doc is read only” in
argouml.

Testing issues. 36 SATD comments refer to test code, including (i)
untested features, e.g., “TODO add tests to check for: - name clash -
long option abbreviations/” in jmeter, (ii) bugs in the current test suite,
e.g., “this is the wrong test if the remote OS is OpenVMS, but there
doesn’t seem to be a way to detect it” in ant, or (iii) misalignment of
the test code with the production code, e.g., “TODO: [...] An added test
of isAModel(obj) or isAProfile(obj) would clarify what is going on
here” in argouml.

Misalignment groups the SATD comments in which the developers re-
port a mismatch between (i) requirements and implementation (12) such
as “TODO: The Quickguide also mentions [...] Why are these gone?” in
argouml, where the developers ask whether the current implementation
deviates from what was reported in the specification, or (ii) design and
implementation (9) such as “TODO: This shouldn’t be public. Compo-
nents desiring to inform the Explorer of changes should send events” in
argouml, clearly highlighting a deviation from what was reported in the
design document.
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We also found three instances belonging to outdated SATD comments
in which the SATD comment no longer reflects the source code evolution
e.g., “todo: is this comment still relevant ??” in ant. This category
generally belongs to the problem of comments being outdated with respect
to source code. For simple cases, especially related to comments explaining
statements’ behavior, detection approaches have been proposed [87] and
empirical studies have been carried out. As regards SATD, it is still possible
that in many circumstances SATD comments remain in the system even
after the mentioned problem has been addressed.

Two SATD comments reporting Deployment issues: the first one in ar-
gouml (i.e., “As a future enhancement to this task, we may determine
the name of the EJB JAR file using this display-name, but this has not
be implemented yet.”) highlights the need for improvements to the overall
deployment phase while constructing the application jar. The second one in
ant (i.e., “the generated classes must not be added in the generic JAR! is
that buggy on old JOnAS (2.4)”), reports about a problem while selecting
the components to involve in the jar.

To understand the difference between our categories and those by da S. Mal-
donado et al. [64], Table 5.4 shows how SATD comments belonging to dif-
ferent categories of their taxonomy are mapped to our high-level ones. Al-
though 48 over 116 SATD comments in the “Defect” category are mapped
onto our “Functional issues”, the remaining SATD comments are mainly
scattered onto the “Partially/not implemented functionality” and “Poor im-
plementation choices”. As an example of the former, the comment “TODO:
we didn’t check the height yet” in jfreechart, originally considered as a
defect SATD, has been categorized as a “Partially/not implemented func-
tionality” since its content has nothing reporting the presence of a bug in the
system due to the lack of a pre-condition check. As regards the latter, in-
stead, “TODO: This method doesn’t appear to be used.” in jmeter mostly
highlights possible maintainability issues, therefore it has been categorized
as a “Poor implementation choice”.

Similarly, while “Design” SATD comments mainly belong to our “Poor
Implementation Choices” category (361 over 657), some refer to waiting
(76), e.g., “Remember to change this when the class changes” in jmeter,
partially implemented functionality (94), e.g., “TODO: complete this” in
jfreechart or functional issues (68), e.g., “TODO - is this the correct
default?” in jmeter.
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The “Implementation” SATD comments were originally labeled as “Require-
ment debt” by da S. Maldonado and Shihab [66] and then renamed in their
follow-up dataset. While, unsurprisingly, almost half of them belong to
our “Partially/Not implemented Functionality” (which is indeed requirement
debt, because the requirement has not been fully implemented), 43 cases are
related to poor implementation choices, hence not related to requirements.
For instance, there are comments in argouml asking for code review, e.g.,
“TODO: Why is this disabled always?”, or pointing out the presence of
maintainability issues, e.g., “TODO: Reuse the offender List.”

Finally, the categories of our taxonomy having a good fit with the ones of
Maldonado et al. are “Documentation issues” and “Testing Issues”. Still, in
jmeter we found a documentation debt, e.g., “TODO Can’t see anything
in SPEC”, we categorized as “Misalignment” since it relates to a discrepancy
between specification and implementation, and either of the two can be
wrong.

RQ5.1

We categorized the sample of 1038 SATD comments into nine top-
level categories, separating functional issues from partially imple-
mented functionality and poor implementation choices. We also con-
sidered on-hold TD (“Wait”) as a specific category with 89 instances,
while Documentation and Testing issues were almost mapped onto
the categories of da S. Maldonado et al. [64]. We noticed how
our content-based SATD categorization does not have a one-to-one
mapping to lifecycle-based categories.
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5.3.3 RQ5.2: How do developers annotate SATD that they
believe requires extra priority?

Table 5.5: To express that SATD should have higher priority developers
recommend doing so outside of the source code or to use tags
such as TODO, FIXME, or XXX.

Should be discussed elsewhere (issue tracker, code review,
mail, PM, backlog, tests)

19

Tag 14
Should not be indicated in the source code (alternative
reporting mechanism is not indicated)

4

Rationale 2
Code should report an error 2
Not-ready work should not be merged 1
Tags make the code not ready to merge during code re-
views

1

Tag followed by the name of the person who has to address
it

1

Tag followed by the bug ID detailing the issue in the issue
tracking system

1

Use specific keywords in the comment like issue, ASAP
and high-priority

1

Card Sorting Code Occurrence

As explained in Section 5.2.2 to answer RQ5.2, we have asked developers
how they would indicate that a source code problem should be addressed
with high priority. As this was an open question we performed card sorting
among the provided answers, which results are summarized in Table 5.5.
Survey respondents recommend doing so outside of the source code or to use
tags such as TODO, FIXME, or XXX (with or without additional information
such as bug ID or name of the person responsible for fixing). Interestingly, a
small group of respondents suggests that high priority issues should prevent
the normal way of working through either run-time errors or blocking the
code from being merged.
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Figure 5.3: Negativity in SATD comments and their priority

To verify what conjectured in literature about the relationship between neg-
ative comments and priority [94, 270, 150], we asked developers whether
they are more likely to write negative comments for high-priority SATD com-
ments, as well as, whether they are likely to interpret negative comments
as conveying higher priority.

Each of these questions has been answered by 44 respondents out of 46.
By inspecting Fig. 5.3, it is possible to observe that 29% of the respondents
are more likely to express negativity when the issue has high priority and a
similar share of respondents (27%) will interpret negative SATD comments
as reflecting higher priority. Therefore, while the perception of negativity
as a proxy for priority is not necessarily shared by all developers, we can
still confirm the relation hypothesized in the previous work [94, 270, 150],
as there appears to be a sizable group of developers that are more likely to
write or interpret negative comments as reflecting high priority.

RQ5.2

Respondents confirmed use of tags in the source code to indicate
extra priority. However, nearly half of them indicate that it would
be better to open issues instead and, in some cases, to even avoid
merging a change if it is not ready. Furthermore, 29% of developers
reported that they would write a comment containing negative sen-
timent for problems with high priority. Similarly, 27% of respondents
reported they interpret negative sentiment as an indication of higher
priority.
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Figure 5.4: 13% of respondents believe that writing negative comments
to indicate higher priority is an acceptable practice (light blue), while 16%
disagree with this (pink) and 38% strongly disagree (red).

5.3.4 RQ5.3: Do developers believe that the expression of
negative sentiment in SATD is an acceptable practice?

Fig. 5.4 shows that using negative comments in the source code to indicate
the priority of an issue is a matter of controversy. While 13% believe this
to be an acceptable practice, 16% disagree, and 38% strongly disagree.
However, it is interesting to notice that the percentage of the respondents
who believe that the usage of negative comments in the source code to
indicate priority is an acceptable practice is less than half of the percentage
of the respondents exhibiting this behavior (as shown in Fig. 5.3).
Fig. 5.5 provides further insights into the developers’ annotation practices
as well as in the role of negativity. By comparing the left and the central bar
charts visually, we can observe that a substantial share of developers write
negative source-code comments recording SATD. In particular, 9 respon-
dents indicate that they write negative comments often or very often. This
might not appear much but at the same time, only 20 respondents report
that they write any SATD comments often or very often, i.e., 45% of the
respondents that (very) often write SATD comments also write negative
SATD comments. This observation concurs with the fact that while, in
general, 13% of the respondents believe that it would be appropriate to use
negativity to express a higher priority of an issue (Fig. 5.4), this percentage
increases to 45% if we only consider respondents that (very) often write
SATD comments.
The comparison of the bar chart in the middle of Fig. 5.5 with the one on
the right suggests that there are fewer developers that never write negative
SATD than those that never encounter negative SATD. However, besides
such a difference, these two distributions are very similar.
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Figure 5.5: Responses to closed questions of the survey

What is highlighted visually is indeed confirmed by the statistical compari-
son of the distributions. The only statistically significant differences are (i)
between developers writing SATD comments and expressing negativity in
such comments (p ≃ 0.014), and (ii) between developers writing SATD com-
ments and encountering negativity in such comments (p ≃ 0.021).

RQ5.3

While in general most developers believe that expressing negativity in
SATD comments is not acceptable, the opinion shifts towards accep-
tance among respondents that frequently write SATD comments.
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5.3.5 RQ5.4: How does the occurrence of negative sentiment
vary across different kinds of SATD annotations?

Table 5.6: Distribution of sentiment labels over the 994 comments from the
da S. Maldonado et al. [67] dataset.

Poor implementation choices 125 29% 294 7 426

Partially implemented 29 13% 197 2 228

Functional issues 66 49% 67 2 135

Wait 41 46% 45 3 89

Documentation issues 18 33% 36 0 54

Testing issues 12 33% 24 0 36

Misalignment 6 29% 15 0 21

SATD comments outdated 1 33% 2 0 3

Deployment issues 1 50% 1 0 2

Total 299 (30%) 681 14 994

Category Neg Neg % Non-neg Mixed Total

Following the methodology described in Section 5.2.3, the polarity of 998
SATD comments (= 1038 − 40, where 40 comments have been excluded
as false positives, i.e., SATD comments that are not real SATD) has been
manually classified. Four comments have been further excluded as the
authors could not reach an agreement regarding their sentiment polarity.
Hence, for this question, we looked at 994 SATD comments (hereinafter,
SATD dataset) out of 1038 in the original dataset. We report the resulting
distribution of sentiment labels in Table 5.6.

Table 5.7: Distribution of sentiment labels over the comments drafted by
the respondents for the five vignettes presented in the survey.

Poor implementation
choices

2 7% 27 0 17 46

Category Neg Neg % Non-neg Mixed No-comment Total

Continued on next page



5.3. STUDY RESULTS 143

Table 5.7: Distribution of sentiment labels over the comments drafted by
the respondents for the five vignettes presented in the survey.
(continued)

Partially implemented 4 11% 32 0 10 46

Functional issues 7 23% 24 0 15 46

Wait 1 4% 22 0 23 46

Documentation issues
– A

2 10% 18 0 16 36

Documentation issues
– B

0 0% 3 0 7 10

Total 16 11% 126 – # Comments: 142

Category Neg Neg % Non-neg Mixed No-comment Total

We apply the same protocol and guidelines for labeling the sentiment of the
comments drafted by our survey respondents (hereinafter, survey dataset).
We remind the reader that these comments were formulated by the sur-
vey participants in response to the five vignettes representing five different
development scenarios where there is a need to admit the presence of a
TD in the code. The results of this second labeling study are reported in
Table 5.7.

In the following, we detail the results of the labeling studies performed on
both SATD and survey datasets. Overall, we observe that 299 of the 994
comments (30%) in the SATD dataset convey negative sentiment polarity
and only 14 items are labeled as mixed. We observe a lower percentage
(11%) of negative sentiment in the survey dataset. As we will discuss
below, while we report and discuss the results of both studies together, a
direct comparison should not be done, given the wider diversity of SATDs in
the first data set, and given the different settings of the two studies.

Based on sentiment distribution observed in the two datasets, we found that
developers mostly complain about “Functional issues”. Specifically, 49% of
comments (66 out of 135) in the SATD dataset convey negative sentiment,
e.g., “TODO: include the rowids!!!!” in hibernate or “something is very
wrong here” in columba. “Functional issues” is also the most negative
category emerging from the comments in the survey dataset, with 23% of
proposed comments conveying negative sentiment. Specifically, as reported
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in Table 5.7, 7 out of 31 SATD comments drafted for the functional issues’
vignette convey a negative sentiment aimed at stressing the presence of an
unexpected behavior within the code fragment by using tags such as FIXME
or by emphasizing the urgency in addressing a problem (e.g., “Please in-
vestigate ASAP, autocompletion appears to be ignoring recently used email
addresses.”)

Similarly, developers appear annoyed by required changes being on hold:
in the SATD dataset, 46% of comments (41 out of 89) belonging to the
“Wait” category contains negative sentiment, such as “turn of focus stealing
(workaround should be removed in the future!)” in columba. Similarly
to self-directed anger studied by Gachechiladze et al. [94], we also found
cases in which developers blame themselves, e.g., “this is retarded. excuse
me while I drool and make stupid noises” in jedit.

When looking at the sentiment for on-hold TD vignettes, we found that
only 1 out 23 SATD comments contain a negative sentiment. This may
depend on both the specific (sub) type of SATD in the vignette which is
related to the lack of a proper API (for which often there is little to do),
whereas the examples above refer to circumstances internal to the project,
which may cause more negativity.

In the SATD dataset, negative sentiment is also found in 33% of “Documen-
tation issues” (e.g., “TODO: are we intentionally eating all events? - tfm
20060203 document!” in argouml) and “Testing issues” (e.g., “TODO
enable some proper tests!!” in jmeter). This makes these two categories
as the third most negative ones in the SATD dataset, similarly to what was
observed in the survey dataset, albeit with different percentages (10% of the
survey respondents conveyed negative sentiment in presence of documenta-
tion issues for subgroup A, while the three comments drafted for subgroup
B were all non-negative).

As for “Poor implementation choices”, which is the most frequently observed
macro-category in our taxonomy with 426 comments, we observe 29% of
negative sentiment comments in the SATD dataset (e.g., “TODO: terrible
implementation!” in hibernate). As for the survey study, only 7% of our
survey respondents appear annoyed by issues due to poor implementation
choices. However, despite the different proportions, “Poor implementation
choices” emerges as the fourth category in terms of percentage of negative
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sentiment in both datasets3.

Concerning the “Partially implemented” category, in the SATD dataset,
when reporting a partial or non-implemented functionality developers are
unlikely to be negative (29 out of 228, corresponding to 13%), e.g., “cal-
culate the adjusted data area taking into account the 3D effect... this
assumes that there is a 3D renderer, all this 3D effect is a bit of an ugly
hack. . . ” in jfreechart. For the survey dataset we observe that “Par-
tially implemented” is the category with the second-highest proportion of
negative comments (Table 5.7). In particular, for TDs due to partially/not
yet implemented functionality, developers tend to not use a negative sen-
timent to report them (32 out of 36 comments) while simply stating what
is missing in the current implementation (e.g., “Function not completed,
Need to raise dialog after invalid input”). In both the survey dataset (Table
5.7) and the Maldonado et al. dataset (Table 5.6) developers tend to report
what is missed. However, in the survey dataset developers tend to use more
negative polarity. We conjecture that this may depend on several factors,
ranging from the specific types of TD (again, more diverse in the dataset of
da S. Maldonado et al. [64] than in the vignettes), by the personal attitude
of the SATD authors vs. survey respondents, and, last but not least, to the
different context (realistic setting vs. artificial one).

Table 5.8: Statistical comparison of negative polarity for the comments in
the dataset of Maldonado et al. (OR> 1 means that the propor-
tion is significantly greater for the left-side category. Non-signif-
icant pairs are omitted in the table.)

Functional issues Partially implemented <0.01 6.52
Functional issues Documentation issues 0.04 2.43
Functional issues Poor implementation choices <0.01 2.30
Poor implementation choices Partially implemented <0.01 2.85
Wait Partially implemented <0.01 5.82

Category 1 Category 2 p-value OR

Continued on next page

3As for the remaining categories observed in the SATD dataset, they contain a very
small number of comments so the results might bring anecdotal evidence and need to be
further verified with a larger study.
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Table 5.8: Statistical comparison of negative polarity for the comments in
the dataset of Maldonado et al. (OR> 1 means that the propor-
tion is significantly greater for the left-side category. Non-signif-
icant pairs are omitted in the table.) (continued)

Wait Poor implementation choices 0.02 2.05
Testing issues Partially implemented 0.02 3.41
Documentation issues Partially implemented 0.03 2.67

Category 1 Category 2 p-value OR

As a follow-up study, we performed a pairwise comparison of negative po-
larity in the macro-categories in the SATD dataset of da S. Maldonado
et al. [64]. The results, reported in Table 5.8, confirm that negative sen-
timent mostly occurs in presence of bugs or the need to wait to see an
issue resolved. Specifically, comments in “Functional issues” and “Wait”
appear significantly more negative than comments labeled as “Partially im-
plemented” (Odds Ratio equal to 6.25 and 5.82, respectively) and more
than twice as negative than “Poor implementation choice.” Moreover, sta-
tistical analysis confirms that comments reporting partial implementation
are the least negative, compared to the other categories.

RQ5.4

SATD about functional issues conveys more negative sentiment.
Also, being “on-hold” for various reasons that do not depend on
themselves, make developers communicating negative sentiment.
Survey respondents were more neutral when reporting partial im-
plementations due to the lack of a proper API, misalignment, or
documentation/testing issues.

5.3.6 RQ5.5: To what extent do SATD annotations belonging
to different categories contain additional details?

We perform a conceptual replication of the work on task annotations by
Storey et al. [255]. Following the methodology described in Section 5.2.4,
we leverage the SATD dataset together with the comments left by our re-
spondents to the five vignettes included in the survey. We present the results
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Table 5.9: Distribution of dimensions used by developers to annotate tech-
nical debt over the 1038 comments from the Maldonado et al. dataset.

Category Component Name Bug id URL Date
Functional issues 47 (35%) 12 (9%) 11 (8%) 1 (1%) 9 (7%)
Poor implementation choices 152 (35%) 48 (11%) 5 (1%) 0 16 (4%)
Wait 21 (24%) 4 (5%) 9 (10%) 2 (2%) 1 (1%)
Deployment issues 0 0 0 0 0
SATD comments outdated 1 (33%) 0 1 (33%) 0 0
Partially implemented 50 (22%) 22 (10%) 0 0 1 (< 1%)
Testing issues 7 (19%) 3 (8%) 0 0 0
Documentation issues 19 (35%) 11 (20%) 0 0 1 (2%)
Misalignment 7 (33%) 4 (19%) 0 0 0
Tot. (unique) 304 (30%) 104 (10%) 26 (3%) 3 (0.3%) 28 (3%)

Table 5.10: Distribution of dimensions used by developers to annotate tech-
nical debt over Macro-categories for comments drafted in the survey.

Category Name Bug id Date Total comments drafted
Functional issues 2 (6.25%) 4 (12.50%) 0 (0.00%) 31
Poor implementation choices 1 (3.22%) 5 (16.12%) 0 (0.00%) 29
Wait 0 (0.00%) 3 (12.00%) 1 (4.00%) 23
Partially implemented 0 (0.00%) 4 (11.11%) 0 (0.00%) 36
Documentation issues – A 0 (0.00%) 3 (15.00%) 0 (0.00%) 20
Documentation issues – B 0 (0.00%) 0 (0.00%) 0 (0.00%) 3

of this analysis in Table 5.9 and Table 5.10. While frequently mentioned by
the developers surveyed by Storey et al., additional details rarely appear in
our study.

Specifically, 64% of developers from Storey et al. study declared to add
references to classes/methods/plug-ins/modules. However, in our study we
found the latter happening in 304 SATD comments (30%) which, although
not as high as 60%, is a conspicuous fraction of the total. As for the
authors’ names, instead, only 10% of the SATD comments in our sample
contain them, even if around 50% of developers explicitly added their names
in the annotations. This may be confirmed considering that only 12 out of
135 SATD comments in the “Functional issues” category clearly report the
name. However, about half of the SATD comments referring to a name
fall into the “Poor implementation choices” category. One possibility is
that during code reviewing processes, reviewers may identify the presence
of wrong decisions and highlight them as source code comments. By looking
at the comments left from our survey respondents, only 3 out of 148 com-
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ments (see Table 5.10) contain a reference to a developer name. The low
percentage in our survey results might be justified because the respondents
are invited to draft a comment related to a hypothetical situation.

Moving our attention to the inclusion of bug identifiers, 42% of the SATD
comments in the dataset of da S. Maldonado et al. [64] containing them
belong to the “Functional issues” category, however, a non-negligible per-
centage (33%) concerns the “Wait” category. This is not surprising since
developers may introduce a workaround due to a bug that needs to be
fixed in the same project or in a third-party library being used. As regards
the former, consider the SATD comment: “// TODO : YUCK!!! fix after
HHH-1907 is complete” in hibernate, while for the latter in argouml
we found a comment stating: “[...] NOTE: This is temporary and will go
away [...] http://bugs.sun.com/bugdatabase/view_bug.do?bug_id=
4714232” in which the bug is in java.awt library. The same does not apply
to the SATD comments from our survey respondents, where for each cate-
gory we have less than 17% of comments clearly referring to bug identifiers.
However, while there are no comments belonging to Documentation and
partially implemented functionality issues in the original Maldonado et al.
dataset, we found 4 out of 36 and 3 out of 20 for subgroup A and 0 out
of 3 for subgroup B comments referring to a bug-id belonging to the same
categories in our survey (e.g., “TODO - this is a bug, described in PRG-123,
dialog window is not implemented (so what is raised??)”).

Finally, looking both at dates and URLs, percentages from the dataset of
da S. Maldonado et al. [64] are very low compared to those reported in the
survey by Storey et al. [255] (3% and 0.3% vs 19%, and 30%). A possible
interpretation is that unlikely as stated in the survey, developers assume
redundant introducing signature and date (as such information is available in
the versioning system anyway). Nevertheless, having them explicitly stated
in the source code makes the accountability and tracing more evident. The
same occurs also in the drafted comments from our survey where only 1
comment explicitly refer to a date (i.e., “// Blocked on external API by
XYZ corp, expecting it to be online by 32 Juvember 2038.”) However, as
already said for the developer’s name, also in this case, respondents are
asked to write a comment for a hypothetical situation probably impacting
the lack of the additions of further details.

http://bugs.sun.com/bugdatabase/view_bug.do?bug_id=4714232
http://bugs.sun.com/bugdatabase/view_bug.do?bug_id=4714232
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RQ5.5

The addition of details such as bug identifiers and names is not so
frequent when reporting TD in source code comments. However,
developers tend to mention classes and methods more frequently,
possibly to improve traceability and support themselves/others in
addressing the SATD.

5.4 Discussion

Sentiment in SATD: a proxy for priority? Recently, software engineering
researchers hypothesized that negatively loaded communication might be
a proxy for identifying priority of a problem that need to be addressed [94,
270, 150]. Similarly, in marketing research, more attention is devoted to
negative rather than positive customers’ reviews [281, 290], in line with the
assumption that negative feedback is usually more informative as it provides
an indication of problems that need to be solved and that might influence
consumers’ decisions [47, 244]. Our study shows that, while only 13% of
the respondents believe that it is acceptable to use negative comments to
express priority, more than twice agree to do so, and a similar share of
respondents will interpret negative SATD comments as reflecting higher
priority. Hence while the perception of negativity as a proxy for priority
is not necessarily shared by all developers, it is still sufficiently common
to speculate this relation as hypothesized in previous work exists [94, 270,
150].

Both in the SATD source comments (Table 5.6) and in the survey (Ta-
ble 5.7), negative sentiment is most frequently associated with reporting
functional issues. In other words, developers perceive the presence of bugs
as more annoying than other problems, such as waiting, partial implemen-
tations, testing, and documentation issues. While we acknowledge the need
for further investigation of sentiment in SATD, e.g., on a larger dataset, we
believe these findings already have actionable implications. Specifically, the
amount of negativity observed in the “Functional issues” category suggests
that developers should prioritize bug fixing over other issues, such as the
implementation of missing functionality. This is also in line with previous
findings by Mäntylä et al. [168] reporting more negativity for bugs and more
positive sentiment for feature implementation requests.
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Waiting is the category commonly associated with the negative sentiment
in the SATD comments but much rarely so in the survey. The high nega-
tive sentiment associated with being “on-hold” might be interpreted as an
indication of a blocking issue urgently requiring attention. This is in line
with previous findings by Ortu et al. [197] reporting a positive correlation
between negative sentiment and issue fixing time. Along the same line,
Mäntylä et al. [168] reported higher emotional activation as the issue reso-
lution time increases, as well as higher arousal in high priority bug reports,
thus indicating a presence of emotions with high activation and negative
polarity, such as stress. As such, the presence of negative sentiment can
be used as a proxy for automatic identification and prioritization of critical,
blocking issues, which might require the interventions of peers. Secondly,
the information in the classification can be used to assist in the fine-grained
problem of SATD prioritization.

When looking at the SATD polarity, one important element to consider
is whether the comment belongs to source code written by the developer
who introduced the comment, or whether, instead, the source code has
been written to somebody else. In the first case, this means that one is
“self-blaming” (e.g., “For some reason, I am not able to get the sheet to
size correctly.”), warning others that the artifact is not in an ideal state
yet, and encouraging others to improve it (e.g., “I have no idea how to get
it, someone must fix it” or “If someone knows a better way // please tell
me”). This behavior might be related to self-directed anger [94] and may
depend a lot on the context in which one works. Zampetti et al. [291] have
indicated that developers are more reluctant to self-admit technical debt in
an industrial context than in an open-source one.

In the second case, one may be criticizing source code written by somebody
else. Previous work (conducted on a different dataset than ours) has shown
that this occurs in a relative minority of cases, with a percentage varying
between 0 and 16% [91]. Therefore, it is very likely that the majority of
SATD are related to their own code, and the negative sentiment mainly
expresses un-satisfaction for what was done.

Support for SATD reporting. While, as mentioned above, functional TD
is the macro-category triggering more negative comments, survey respon-
dents clearly indicated that issue trackers should be used instead of source
code comments to report high-priority SATD. This is because, differently
from source code comments, issue trackers allow for better management of
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the problem (e.g., triaging, priority assignment, discussion, fixing or possibly
reopening). Indeed, as a previous study by Xavier et al. [283] has shown,
SATD is also reported beyond source code, e.g., in issue trackers. However,
(and this was confirmed by Xavier et al. [283]), such SATD is infrequently
traceable to the exact source-code location that exhibits the SATD. This
problem of traceability raises the need for tooling that supports the report-
ing of SATD, i.e., not only the use of issue trackers but also the need for
establishing traces between issues and the affected code fragments (this is
not needed for SATD comments present in the source-code as they appear
close to the affected code). Such traces between code and issues are for
example present when developers use code reviewing tools or pull request
discussions, as comments made during a review can point directly to the
code.
Supporting developers in effective SATD comment writing: the role
of sentiment. Based on the results of the sentiment analysis study, we
believe that providing immediate feedback on the negative tone during
comment-writing could support developers in more effective collaboration.
Specifically, an early detection of harsh or hostile sentiment could not only
enable discovering code of conduct violations [267] but also support devel-
opers towards effective communication. A SATD sentiment analyzer could
prompt developers to highlight the “toxicity” conveyed by their comments,
and possibly suggest re-tuning their writing, to avoid irritating their peers.
Also, it can recommend using alternative ways of expressing that SATD
requires higher priority as suggested in Table 5.5.
Our vision is corroborated by the survey results: Fig. 5.4 indicates that
nearly half of the survey respondents do not see writing negative comments
as an acceptable practice. Furthermore, it is supported by previous find-
ings on collaborative software development and technical knowledge-sharing.
Motivated by developers reporting stress due to aggressive communicative
behavior in open source communities, Raman et al. [216] investigated the
possibility to automatically detect and mitigate such unhealthy interactions.
Steinmacher et al. [250], instead, showed the impact of social barriers in
attracting new contributors to open-source projects. Further studies inves-
tigated the impact of sentiment in collective knowledge-building: Calefato
et al. [45] found a higher probability of fulfilling information-seeking goals
on Stack Overflow when questions are formulated using a neutral style,
while Choi et al. [57] found that positive, welcoming tone and constructive
criticism is beneficial for online collaboration in Wikipedia.
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The evaluation of the SE-specific publicly available sentiment analysis tools
we performed (see Section 5.2) indicated that a fine-tuning is needed be-
fore existing tools can be reliably used. Our gold standard for sentiment
annotation in SATD represents the first step towards this goal. Further-
more, being able to reliably identify and distinguish hostile comments from
non-toxic negative sentiment, as in reporting concerns due to a bug, is a
crucial aspect to take into account in performing such fine-tuning to avoid
marking non-toxic comments for moderation. By releasing our gold stan-
dard and guidelines for annotation, we hope to stimulate further research
on negativity detection in SATD.

References perceived as important in comments [255], but not widely
used in SATD comments. Survey respondents state that including bug
IDs and name of the responsible person can be used to indicate that the
SATD should have a higher priority (Table 5.5). Based on the results
of our study we envision the emergence of tools supporting and guiding
the authors towards adding proper references and information while adding
SATD.

While previous work by Storey et al. [255] stressed the perceived impor-
tance of various forms of references in task annotations, they occur much
less frequently than one would expect. For example, while most developers
(64%) participating in the study by Storey et al. declared they add refer-
ences to classes, methods, plug-ins, and modules, such references appear
only in 30% of our dataset of SATD comments; similarly, adding bug ids
has been reported by 44% of the developers surveyed by Storey et al. only
3% of the SATD comments in our dataset contained bug ids. In our survey
we have asked the respondents to provide examples of SATD comments
that they would write given a situation (see Table 5.10): without further
prompting 11.11–16.12% of the survey respondents have included bug ids
in their comments across all categories of SATD, names of developers or
date (as discussed by Storey et al. [255]) are much less commonly men-
tioned. Hence, for all categories of our taxonomy to properly document
SATD, developers should open bug reports in the issue tracker and refer-
ence them in the comment, as well as refer to other classes or methods to
be updated.

Tool support could be developed to automatically detect introduction/change
of SATD comments, and generate a date and signature for it, since half of
developers in the study by Storey et al. include both their names and dates
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during task annotations. Similarly, automated support could be provided to
reference/open an issue every time a Functional SATD is detected. Also,
when “on-hold” SATD comment is automatically detected [163], developers
may be guided to add a reference to a proper source. By helping to achieve
properly structured SATD comments (depending on their type) with suit-
able references, not only those comments may become more traceable and
understandable, but the available information will also help to better drive
their manual (or semi-automated) resolution.

5.5 Related Work
In the following, we discuss relevant literature related to (i) studies about
TD and SATD, and (ii) sentiment analysis in software development.

5.5.1 Technical Debt and Self-Admitted Technical Debt
In the past years, the research community empirically studied TD and SATD.
Seaman and Guo [232], Kruchten et al. [132], Brown et al. [41], and Alves
et al. [20] made different considerations about “technical debt” highlight-
ing that TDs are a communication media among developers and managers
to discuss and address development issues. Furthermore, Lim et al. [147]
highlighted that TD introduction is mostly intentional, and Ernst et al.
[83] pointed out how TD awareness is a cornerstone for TD management.
Zazworka et al. [296], instead, highlighted the need for proper handling
and identification of TD to reduce their negative impact on software qual-
ity.
By looking at source code comments in open source projects Potdar and
Shihab [215] found that developers tend to “self-admit” TD. In a follow-
up study, da S. Maldonado and Shihab [66] developed an approach that
by using 62 patterns identifies whether or not a comment is an SATD
along with such categories as defect, design, documentation, requirement,
and test debts. Bavota and Russo [32], instead, have refined the above
classification providing a taxonomy featuring 6 higher-level TD categories
properly specialized into 11 sub-categories. Our work differs from that by
Potdar and Shihab [215] and Bavota and Russo [32] in that we focus on
the content reported in the SATD without considering the development
life-cycle in which the SATD may be mapped.
Nevertheless, it is possible to identify a possible correspondence between
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Table 5.11: Mapping between Bavota and Russo [32] SATD categories and
our taxonomy. In some cases we could only create a mapping with the
2nd-level category of Bavota and Russo [32], as in the case of “Documen-
tation Issues/Inconsistent Documentation” mapped on their “Inconsistent
comments”, and “Functional Issues”, mapped on their “Functional”.

Bavota and Russo [32] Our Taxonomy
1st Level 2nd Level 3rd Level Category Sub-Category

Code
Low Internal Quality

Poor Impl. Choices

Poor impl. solutions
Poor API usage
Code review needed
Maintainability issues
Performance issues
Usability
Won’t improve the code

Partially/Not Impl. Func.

Workaround Wait Temporary patch

Design
Code Smells Poor Impl. Choices Maint. Issues

Poor Impl. Solutions

Design Patterns Poor Impl. Choices Maintainability Issues
Poor Impl. Sol.

Doc.
Incons. Comm.

Doc. Issues Inconsistent Doc.

Addressed TD SATD outdated

Won’t fix
Func. Issues Fix to postpone
Poor Impl. Choices Won’t improve the code
Doc. Issues Won’t modify doc.

Licensing

Defect
Defects

Known defects to fix Func. Issues Bug to fix

Partially fixed defects Func. Issues Temporary Patch
Partially/Not Impl. Func. Work under specific cond.

Low Ext. Qual. Poor Impl. Choices Usability

Test Testing Issues
Improve tests
Test case bugs
Disalign. prod/test code

Req.
Functional

Func. Issues

Improv. to feat. needed Partially/Not Impl. Func.

Work under specific cond.
Func. issue elsewhere
Pre-cond. missing
Post-cond. unchecked
Incompl. except. handling

New feat. to be impl. Partially/Not Impl. Func.

Work under specific cond.
Func. issue elsewhere
Pre-cond. missing
Post-cond. unchecked
Incompl. except. handling

Non Functional Performances Poor Impl. Choices Performance issues
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the SATD categories identified by Bavota and Russo and those we have
identified. Table 5.11 reports the mapping between the third-level SATD
classification by Bavota and Russo [32] and our taxonomy. By looking at the
mapping, it is possible to state that, except for “Licensing”, which was not
encountered in our study, our taxonomy covers all the categories by Bavota
and Russo [32]. Note that in some cases we could only create a mapping
with their 2nd-level category, as in the case of “Documentation Issues/In-
consistent Documentation” mapped on their “Inconsistent comments”, and
“Functional Issues”, mapped on their “Functional”.

Being based on the technical content of commit messages rather than on the
development process, our taxonomy provides a more detailed classification
for some of the general categories in Bavota and Russo, e.g., “Low Internal
Quality” is specialized in our taxonomy among different type of issues in the
“Poor Implementation Choices” category. Finally, our taxonomy enriches
the one already presented in previous literature since that 14 out of our 33
categories and/or sub-categories cannot be mapped on the taxonomy by
Bavota and Russo [32], unless doing a generic mapping on the first level of
their taxonomy.

Concerning the SATD classification, Maipradit et al. [163], introduced the
concept of “on-hold” SATD i.e., comments expressing a condition indi-
cating that a developer is waiting for an event internal or external to the
project under development. As a follow-up study, Maipradit et al. [162],
built a classifier aimed at detecting on-hold SATD with an average AUC
of 0.97. Moreover, they studied the on-hold SATD evolution by looking
into the life-span of removed issue-referring comments finding that 13% of
on-hold SATD are removed from the code more than one year after their
resolution.

Fucci et al. [91], conjectured that “self-admission” may not necessarily mean
that the comment has been introduced by whoever has written or changed
the source code. Their results highlight that SATD comments are mainly
introduced by developers having a high level of ownership on the SATD-
affected source code.

While most of the aforementioned work focused the attention on SATD
in source code comments or commit messages, Xavier et al. [283] studied
SATD being reported in the issue trackers of five projects. Their findings
indicate that SATD issues take longer to be fixed than other issues and that
only 29% of those issues can be traced onto source code comments. As
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confirmed by the results of our survey, where respondents have indicated
that SATD should be reported in issue trackers and not in the source code,
we share with Xavier et al. [283] the need to develop tools for better SATD
management.

As regards the impact of SATD, Wehaibi et al. [277] found that SATD
leads to complex changes in the future, while Russo et al. [226] found that
55% of SATD in Chromium contains potentially vulnerable code. Yasmin
et al. [287] studied duplicate SATD, and found that between 41%–65% of
SATD in five Apache projects is duplicated, additionally, Kamei et al. [126]
highlighted that ≃ 42% of TD incurs positive interest. From a different
perspective, Zampetti et al. [292] developed an approach for recommending
when a design TD has to be admitted.

Differently from previous work, we focused our attention on the SATD
content, i.e., what developers usually annotate about TD, as well as how
they communicate the presence of this temporary solution, i.e., sentiment
and external references.

Zampetti et al. [291] conducted a survey with open-source and industry de-
velopers to investigate their TD admission practices. Their study found that
TD admission is very similar between industry and open-source, although
their behavior of industrial developers upon commenting source code is of-
ten constrained by organizational guidelines. Also, industrial developers are
more afraid in admitting TD, because they see this as a way to reveal their
weaknesses, and are afraid this may have consequence on their career.

The research community has also focused on SATD removal. da S. Mal-
donado et al. [64] found that there is a high percentage of SATD being
removed even if their survivability varies by project. Zampetti et al. [293],
instead, studied the relationship between comment removals and changes
applied to the affected source code. They found how SATD can be either
removed through focused changes (e.g., to conditional statements), but also
by rewriting/replacing substantial portions of source code. Liu et al. [157]
also empirically analyzed the introduction and removal of different types of
TD, in this case with a specific focus to machine learning projects. They
found that the most frequently introduced TD during the development pro-
cess is design debt, whereas in terms of removal developers tend to remove
requirement debt the most, and design debt fastest. To aid developers in
SATD removal, Zampetti et al. [295] proposed SARDELE, a multi-level clas-
sifier able to recommend six SATD removal strategies using a deep learning
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approach. We believe that a more focused analysis of the SATD content
like the one done in our work could help to refine such approaches, allowing
for more actionable suggestions.

The textual content of SATD comments is analyzed by Rantala et al. [217],
who developed a detector for Keyword-Labeled SATD, i.e., SATD high-
lighted by specific keywords such as TODO or FIXME. Their analysis shows,
among others, the usages of keywords expressing not only the need for code
changes, but also a situation of uncertainty. Our analysis complements the
findings of Rantala et al. [217] as it turns out that, in some circumstances,
SATD also contains expressions of negativity.

TODO comments can be sometimes obsolete, but they may or may not
be removed by developers. Therefore Gao et al. [96] proposed an ap-
proach, named TDCleaner, to identify and remove obsolete TODO com-
ments. Their approach is based on a neural encoder that learns from SATD
comments, code changes, and commit messages. In principle, obsolete
SATD could affect all categories we have considered (in RQ1), although our
manual analysis did not identify any explicit trace of such comments.

By mining the file history of these frameworks, we find that design debt is
introduced the most along the development process. As for the removal
of technical debt, we find that requirement debt is removed the most, and
design debt is removed the fastest. Most of test debt, design debt, and
requirement debt is removed by the developers who introduced them.

Zampetti et al. [291] surveyed developers in the open-source and industry,
investigating whether they admit SATD differently. They found that, in
general, their behavior is similar. At the same time, industrial developers
are more driven by their organizational guidelines, and are also (implicitly
or explicitly) discouraged to admit SATD and/or to push code that is not
ready. The finding of our survey further confirms what conjectured by
Zampetti et al. [291], because developers have pointed out that code with
SATD should not be merged.

5.5.2 Sentiment Analysis in Software Development

Recently, a trend has emerged and consolidated to leverage sentiment analy-
sis in empirical software engineering research [192, 149]. Murgia et al. [183]
presented an early exploratory study of emotions in software artifacts. By
manually labeling issues from the Apache Software Foundation, they found
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that developers feel and report a variety of emotions, including gratitude,
joy, and sadness. Ortu et al. [197], instead, investigated the correlation
between sentiment in issues and their fixing time showing how issues with
negative polarity, e.g., sadness, have a longer fixing time. On the same line,
Mäntylä et al. [168] performed a correlation study between emotions and
bug priority to derive symptoms of productivity loss and burnout. By looking
at issue tracking comments they mined emotions and used them to com-
pute Valence (i.e., sentiment polarity), Arousal (i.e., sentiment intensity),
and Dominance (the sensation of being in control of a situation). Their
findings highlight that bug reports are associated with a more negative Va-
lence, and issue priority positively correlates with the emotional activation,
with higher priority correlating with higher arousal. While not represent-
ing any causal relationship between emotions and the investigated factors,
both correlation studies suggest how sentiment can be used as a proxy for
problems or priority in the development process, for monitoring the mood
of software development teams, as well as identifying factors correlated to
positive emotion, towards fostering effective collaboration and developers’
productivity. Differently from the previous correlation studies, our study
investigates how developers communicate the presence of technical debt
by manually labeling the sentiment inside SATD comments and survey re-
sponses imitating SATD comments. Furthermore, while previous studies
conjectured the link between sentiment and priority in the software devel-
opment process, we have evaluated this conjecture by surveying software
developers.
Researchers in requirements engineering use sentiment analysis as a source
of information for requirements classification towards supporting software
maintenance and evolution. Panichella et al. [204] applied sentiment anal-
ysis for classifying user reviews in Google Play and Apple Store, Maalej
et al. [160] leveraged several text-based features, including sentiment, for
automatically classifying app reviews into four categories, namely bug re-
ports, feature requests, user experiences, and text ratings, while Portugal
and do Prado Leite [214] use sentiment analysis to acquire a deeper under-
standing of usability requirements.
While early studies of sentiment in software development made use of
general-purpose sentiment analysis tools this approach is shown to be un-
reliable [123]. To address this challenge multiple sentiment analysis tools
have been specially designed for the software development domain [120, 43,
17, 19, 55, 76]. We have evaluated the applicability of such tools to SATD
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comments but as explained in Section 5.2.3 the tools missed some negative
comments due to the presence of lexicon which is specific to SATD com-
ments. Hence, the sentiment analysis in this chapter has been performed
manually.

As far as negative emotions are concerned, Gachechiladze et al. [94] looked
at the anger and its direction in collaborative software development, envi-
sioning the tools detecting the anger target in developers’ communication,
by distinguishing between anger towards self, others, and object. In their
vision, detecting anger towards self could be useful to support stuck devel-
opers, while anger towards others should be detected for community mod-
eration purposes. Finally, detecting anger towards objects can enable the
recommendation of alternative tools or task prioritization. As a preliminary
step towards this goal, they created a manually annotated dataset of 723
sentences from the Apache issue reports and used it to train a supervised
classifier for anger detection. Similarly to this study, we focus on negative
emotion confirming that their detection and modeling can serve as a proxy
for problems occurring in the software development process.

A complementary line of research considers biometric measurements to as-
sess software developers’ emotional states rather than texts authored by
them [182, 103, 102].

5.6 Threats to Validity
Threats to construct validity concern the relationship between theory and
observation. One threat is how the comments are classified in RQ5.1. Our
knowledge of the analyzed systems may not be as deep as those of the origi-
nal developers. To mitigate this threat, we analyzed not only the comments
but also the corresponding source code when this was needed. A relevant
threat for RQ5.4 is related to how “sentiment” is perceived by annotators
but may not match the actual sentiment of developers. For what possible,
the subjectiveness in RQ5.1 and RQ5.4 has been mitigated by establishing
clear coding guidelines, and by doing initial joint sessions. Furthermore,
we resolved all disagreements through a discussion during plenary meet-
ings involving all the annotators. For sentiment labeling, we also measured
the extent to which we could have reached an agreement by chance using
inter-rater agreement metrics.

Concerning the first part of the survey which we used to answer RQ5.2 and
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RQ5.3, we ask developers to provide their perception about SATD practices
and the extent to which negative polarity should be used when reporting
SATD. We are aware that this kind of “self-assessment” conducted through
a survey not only can be affected by the self-selection of the participants
(e.g., less negative ones were those who decided to respond), but, also, that
what answered to a questionnaire may be different from what one actually
does in the practice.

In the survey study, we used vignettes [223, 174, 200] to gather, from re-
spondents, their reaction to certain development scenarios or to certain
situations occurring in a project. Although the vignettes are inspired by the
SATD source comments we have analyzed and realistic development scenar-
ios, they might still be artificial with respect to the intrinsic complexity and
the constraints of open-source software development. Moreover, although
we have paid special attention to neutral wording in the vignettes, we can-
not exclude that the vignettes’ text influenced the sentiment of the SATD
comment written by respondents. Finally, to avoid having an excessively
long study (and therefore discouraging participation), we had to limit the
number of vignettes to five. This makes their diversity, depth and breadth
with respect to the other analysis we did on the Maldonado et al. dataset
fairly limited. For this reason, we cannot directly compare the results of the
two studies used to answer RQ5.4.

Threats to internal validity are related to factors internal to our study that
can affect our results. Although we created a relatively large and statistically
significant sample, we cannot exclude that our sampling strategy is weakly
representative of the studied dataset. In particular, we sampled our dataset
starting from the data and categories of Maldonado et al., so we might have
inherited representativeness threats from the original study. Measurement
imprecision in RQ5.5 has been mitigated, where it matters, through manual
analysis.

A further threat affecting RQ5.3 and RQ5.4 may be represented by the
sentiment of SATD comments submitted by the survey participants for our
vignettes. While we asked them to behave as they were working on their
own project, their actual sentiment may be different from a real development
context (e.g., when a developer finds that somebody has introduced some
poor source code) to an artificial setting, where one may tend to be more
polite. At the same time, the artificial context of the survey might release
some of the pressure induced on the developers by the need to conform to
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the norms of the professional behavior at the workplace.

In this work we find that 29 of the comments from the dataset of Maldonado
et al. contain references to external bug reports or urls. However, these
references might not be up to date anymore as Li and Zhong [146] have
found that some bug reports become obsolete over time.

To ensure that we only study the practices of open-source software projects,
we ask participants whether they have contributed to open-source software
projects in the past three months. However, this does not exclude the possi-
bility that we received responses from participants who mostly contribute to
commercial software projects, and only sparingly contribute to open-source
in the past three months. To minimize the risk of these participants an-
swering based on their commercial experience, we explicitly included the
text ’you are working on an open-source application’ in each question of
the survey.

Finally, the order in which we presented vignettes may have impacted the
comments written by respondents. We mitigated this threat by using ver-
sions of the survey with a different ordering, and by using PERMANOVA,
[23] to analyze the ordering effect and discuss how ordering could have
influenced the results (see Section 5.3.1).

Threats to external validity concern the generalizability of our findings. The
qualitative nature of the study (especially RQ5.1) and the need for manual
inspection for all three research questions do not make a large-scale anal-
ysis feasible. Therefore, although the sample is statistically significant, it
may not generalize to further projects and programming languages different
from Java. For RQ5.1, although we reached saturation when identifying cat-
egories, we cannot exclude that new categories would emerge when looking
at further datasets. Both components of the study—the SATD comment
mining part and the survey—focus on a (relatively limited) set of open-
source projects, therefore results might not generalize further. That being
said, previous work of Zampetti et al. [291] showed that the differences in
SATD practices between industry and open source are fairly limited.

Finally, in our survey study, we recruited participants by advertising the
questionnaires through messages to mailing lists, posts on social media, and
personal contacts. On one hand, this is in line with our assumption that
the different communication channels we used to recruit the participants do
not influence the population. On the other hand, this allows us to reach a
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broader and more diverse audience. However, we are aware this might have
potentially introduced threats due to mixed recruiting strategy.

5.7 Conclusion
In this chapter, we have studied developers’ practices related to Self-Admitted
Technical Debt (SATD) in open-source software projects. More specifically,
we investigated (i) the content of SATD comments, (ii) the methods used
to indicate priority in SATD, (iii) the extent to which developers believe
that the expression of negative sentiment in SATD is acceptable, (iv) how
negative polarity occurs in different kinds of SATD, and (v) whether devel-
opers add details such as URLs, contributors’ names, timestamps, or bug
IDs in SATD comments. The study has combined the manual classification
of 1038 SATD comments from a curated dataset of da S. Maldonado et al.
[67], with a survey involving 46 open-source developers, which comprised
open-ended and closed-ended questions about SATD annotation practices,
as well as tasks requiring to write SATD comments for vignettes [223] de-
picting scenarios where TD could be admitted.

We found that SATD is spread across different categories, and that different
problems are described in SATD. SATD comments are often related to
functional issues and partially-implemented functionality, but also to poor
implementation choices, and waiting for other features to be ready/APIs
to be available. Less frequent, though non-negligible, are SATD comments
related to documentation and tests. A group of developers (13 out of 44)
acknowledges the use of negativity in the source code to indicate extra-
priority, tentatively confirming what conjectured in previous literature [94,
270, 150]. Therefore, in Chapter 6 we further study the relation between
perception of priority and negativity, to verify whether the self-reported
behavior of developers aligns with their actions.

Although we found the presence of various pieces of additional information
in SATD comments (including bug IDs), survey respondents argued that
SATD comments in the source code should not be used to trigger devel-
opment activities or to highlight problems; issue trackers should be used
instead. However, the use of issue trackers does not solve the problem of
ensuring traceability between issues and source code elements being affected
by SATD.

All the above findings foster future research on SATD, primarily aimed at
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helping developers in better writing SATD, also considering that previous
research already found ways to recommend when SATD should be admit-
ted [292]. Primarily, tools should help developers to properly write SATD
comments, by using a suitable polarity, but at the same by including proper
pieces of information such as links to external resources, or authorship in-
formation. More importantly, better support than just using issue trackers
is highly desirable, especially to establish traceability between TD-affected
code and issues.
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Chapter 6
Negativity and the
Prioritization of
Self-Admitted Technical
Debt

Self-Admitted Technical Debt, or SATD, is a self-admission technical debt
in a software system. The presence of SATD in software systems negatively
affects developers, therefore, managing and addressing SATD is crucial for
software engineering. To effectively manage SATD, developers need to esti-
mate its priority and assess how much effort is required to fix the described
technical debt. About a quarter of descriptions of SATD in software sys-
tems express some form of negativity or negative emotions when describing
technical debt. In this chapter, we report on an experiment conducted
with 59 experienced industrial developers to test whether negativity in the
description of SATD actually affects the prioritization of SATD. We asked
participants to prioritize four vignettes based on existing instances of SATD.
By artificially introducing or removing negativity in the vignettes, we find
that the same technical issue is prioritized differently by between 30% to
50% of developers if negativity is present. Whether a developer is affected
by negativity is conditional on their own perceptions. Developers affected
by negativity when prioritizing SATD are twice as likely to increase their
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estimation of urgency and 1.5 times as likely to increase their estimation of
importance and effort for SATD compared to the likelihood of decreasing
these prioritization scores. Our findings show how developers use source-
code comments to communicate not just technical issues but also negativity
as a proxy for priority. Using negativity to describe technical debt might be
an effective strategy for individual developers to draw attention to the tech-
nical debt they think is important. However, our study also shows that 67%
of developers believe that using negativity as a proxy for priority is unac-
ceptable. Therefore, we would not recommend developers to use negativity
as proxy for priority, however, given the demoralizing impact of technical
debt, it might also be unavoidable that negativity is expressed to describe
technical debt.

6.1 Introduction

Technical Debt is used as a metaphor by developers to describe suboptimal
implementations that require future re-implementations to fix the existing
implementation [63, 265]. Technical debt is pervasive as a large number
of developers is familiar, and even affected by, it [147]. The presence of
technical debt in a system is known to have negative effects: it not only
makes it more difficult to modify a software project [277], but developers
working on a system where technical debt is present also have reduced
morale [36].

Self-Admitted Technical Debt, or SATD, is a specific category of Technical
Debt. SATD is characterized by explicit admissions of developers indicating
the presence of technical debt [215]. Both technical debt and SATD have
been extensively studied, including aspects of SATD such as the automatic
identification [164, 107] or the management and removal of SATD [164,
294, 295, 260]. Specifically, we know that developers use SATD to describe
a wide range of technical issues [165, 52]. In particular, existing taxonomies
of SATD instances show that developers tend to describe functional issues
or poor implementation choices.

Within literature, texts expressing negative sentiment or having negative
polarity express negative emotions The text has a positive polarity if it
expresses positive emotions and neutral polarity if it expresses no emo-
tions [193]. The automatic classification of sentiment in software engi-
neering texts has been used to study many different aspects of software
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engineering [149], such as in the code-review process [240], or on Stack
Overflow [45, 259]. We know that the presence of technical debt, or design
smells, can cause developers to experience negative emotions [196]. Fur-
thermore, it has also been found that in roughly 20% of SATD instances,
negativity, or negative emotions, are used to describe the SATD [52]. From
the psychological literature, we know that emotionally salient information is
more likely to capture attention in the working memory of the brain [195].
Similarly, when it comes to issue resolution, previous work has found that
there appears to be a link between the expression of positive sentiment and
a faster resolution of issues [197, 228]. While Calefato et al. [45] concluded
that Stack Overflow questions that are neutral, or in which no sentiment
is expressed, are more likely to receive an answer. Focusing on SATD, a
quarter of the developers surveyed by Cassee et al. [52] stated that they use
negative emotions to describe high-priority SATD, and that they interpret
negativity expressed in SATD as a proxy for priority. Because there is often
a gap between respondents’ beliefs, and their actions [30], we want to un-
derstand whether expressions of negativity in SATD influence prioritization.
Therefore, we pose the following research question:

RQ6.1: Do developers interpret technical debt annotated with
negative source-code comments as having a higher priority?

While there are many different ways to prioritize technical debt [142] it is
currently unknown whether expressions of negativity influence the percep-
tion of the priority of technical debt. Because of how challenging effort
estimation is [181], it is important to understand how negativity influences
the prioritization of technical debt. If negativity influences prioritization, it
might lead to unintended consequences, as technical debt might be priori-
tized not because it is important or urgent but because negativity has been
used to describe it.

We use a vignette-based experimental design to address RQ6.1. By pur-
posefully selecting a realistic set of SATD instances, creating variations of
these SATD instances in which negativity is expressed, and assigning them
in a between-participants design, we study the effect of negativity on prior-
itization. We sampled respondents from open-source software mailing lists
and industrial contacts in the Eindhoven region of the Netherlands.

Based on the responses of 59 participants, we conclude that between 30%
to 50% of developers score the priority of technical debt as higher if neg-
ativity is expressed in its description. Most importantly, even developers
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who self-report that they are not influenced by negativity are more likely
to increase their estimation of the effort required to fix SATD if negativity
is expressed. Our results show that developers use SATD not just to de-
scribe technical issues but also use negativity in descriptions of SATD as an
additional dimension to communicate priority.

6.2 Methodology
In this section, we describe an experiment conducted to understand whether
negativity influences the prioritization of SATD. First, we justify our choice
to use controlled experiments. Then we explain the design of the exper-
iment, and the instruments used in the experiment, and we explain the
method used to analyze the data.

6.2.1 Choice of Research Method
In this section, we discuss several potential research methods that could be
used to understand the impact of negativity on priority using the framework
of Robillard et al. [222] Specifically, we discuss our choice, the potential
alternatives, our considerations, our rationale, and the implications of the
choice.
We first briefly describe the three alternatives we considered: A controlled
experiment, a Mining Software Repository (MSR) study, and an interview.
In a controlled experiment, we would ask participants to prioritize different
SATD instances, while for an MSR study, we would analyze whether SATD
in which negativity is expressed is removed quicker. Finally, in an interview,
we would ask participants about their past prioritization practices.
The most important consideration for our choice of method is our expec-
tation that any effect of negativity on the perception of priority might be
relatively small. Previous correlational studies on the impact of sentiment
on software engineering have generally found small effect sizes [56, 45, 196].
Therefore, we require a research method that gives us a high level of con-
trol. Furthermore, many factors influence prioritization, as prioritization of
Technical Debt is a complex process, and many factors influence how it
is prioritized [142]. This will also limit the effect of a single factor, such
as the expression of negativity, on priority. Because of the relatively small
effect size, estimating the true effect of negativity on prioritization is more
difficult: Many confounding variables might influence the removal of SATD,
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and in fact, even classifying whether the removal of SATD was purposeful
is already challenging [294]. The presence of confounding variables and
the noise introduced by potentially inaccurate classifications of removal has
made us decide to not use an MSR study.
The second consideration is the observation that human recollection is not
optimal which results in humans misremembering, especially when asked
about past events [122, 219]. For an interview study or a survey, in which
we ask participants about choices they made in the past related to the
prioritization of SATD this might be problematic. Similarly, while we could
ask about current prioritization practices, this still has the downside that
our questions would be hypothetical.
Because of these two considerations, we opt for controlled experiments as
research method to study the prioritization of SATD. The first implication
of our choice for controlled experiments is that we have a high level of
control [251, 253]. We can use this control to account for as many relevant
confounding variables that could also influence prioritization as possible.
However, the second implication of our choice is reduced realism, as with
any experimental study [251]. Asking respondents to prioritize SATD in
an experimental context is not very realistic. The context in which the
respondents usually prioritize SATD is likely not the experimental setup.
Therefore, the effect we observe in the experiments might not be the effect
observed in the field, however, using an experimental set-up can be expected
to allow us to understand with certainty whether any effect exists.

6.2.2 Experimental Design
For RQ6.1 we use a between-person experimental vignette design according
to the guidelines of Aguinis and Bradley [16]. To maximize realism of the
experiment the vignettes we show to participants are instances of SATD,
each containing a snippet of source code containing technical debt and a
source code comment describing the technical debt. We ask participants to
score the priority of the vignettes, and by experimentally varying whether
negativity is expressed in the source code comment describing the SATD,
to investigate whether negativity influences prioritization.
Operationalization of Priority: The concept of priority is quite a broad
topic; different respondents might interpret the meaning of priority differ-
ently. Therefore, following existing guidelines [16], we “split” the concept
of priority into three constructs: Urgency, Importance, and Effort. Both
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urgency and importance are common constructs used to operationalize pri-
ority [177, 97, 34], and effort is used to determine the cost of Technical
Debt repayment [142].

Participant recruitment: The target population for the experiment are soft-
ware engineers, and we do not require any minimum working experience.
Because recruiting of participants for software engineering studies is chal-
lenging, we use different channels to recruit participants [70]. In particular,
we posted the invitation to participate in the experiment on a set of mail-
ing lists previously used to recruit software engineers [164, 52] and on the
social-media pages of the authors, as well as used convenience sampling to
invite developers at medium to large software companies in the Eindhoven
region of the Netherlands. To ensure that we did not burden the mailing
lists, we sent out invitations piecemeal, a few a day, and we only posted
the call to participate on active mailing lists. The Ethical Review Board of
Eindhoven University of Technology approved both the experiment and the
recruitment strategy.1

Table 6.1: The questions and response options per question as included in
the experiment.

Q1 How would you rate the Urgency of the listed
code-snippet? In this context we define urgency
as whether swift action is required to address the
technical debt item.

One of: Very low, Low,
Medium, High, Very high

Q2 How would you rate the Importance of the
listed code-snippet? In this context we define
importance as the impact of the technical debt
item.

One of: Very low, Low,
Medium, High, Very high

Q3 How would you rate the Effort required to
address the listed code-snippet? In this context
we define effort as the amount of work required
to address the technical debt item.

One of: Very low, Low,
Medium, High, Very high

Perception (Re-used from Cassee et al. [52]) Response type

Question Response Type

Continued on next page

1Reference: ERB2023MCS17
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Table 6.1: The questions and response options per question as included in
the experiment. (continued)

Q4 When writing source code, how often do you
write source code comments indicating delayed or
intended work activities such as TODO, FIXME,
hack, workaround, etc.?

Never, Rarely (Less than
once a month), Sometimes
(Monthly), Often (Weekly),
Very often (Daily)

Q5 When authoring comments that describe a
problem, how often do you write negative source-
code comments indicating delayed or intended
work activities such as TODO, FIXME, hack,
workaround, etc.?

Never, Rarely (Less than
once a month), Sometimes
(Monthly), Often (Weekly),
Very often (Daily)

Q6 How often do you come across negative
source-code comments indicating delayed or in-
tended work activities such as TODO, FIXME,
hack, workaround, etc.?

Never, Rarely (Less than
once a month), Sometimes
(Monthly), Often (Weekly),
Very often (Daily)

Q7 While writing a comment describing an issue
in the source-code, I am more likely to write neg-
ative comments for issues that I believe are more
important.

Strongly disagree, Disagree,
Neutral, Agree, Strongly
agree

Q8 Writing negative comments to assign extra
priority to issues in the source-code is an accept-
able practice.

Strongly disagree, Disagree,
Neutral, Agree, Strongly
agree

Q9 Whenever I come across a source-code com-
ment describing a problem that is particularly
negative, I interpret this as a more important
issue than a source-code comment describing a
problem that is more neutral.

Strongly disagree, Disagree,
Neutral, Agree, Strongly
agree

Demographics Response type

Q10 What is your age? Open numerical input
Q11 Which of the following best describes your
current employment status?

One of: “Employed”, “In-
dependent contractor, free-
lancer or self-employed”, “
Student”, “Not employed”,
“Prefer not to say”, “Re-
tired”

Question Response Type

Continued on next page
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Table 6.1: The questions and response options per question as included in
the experiment. (continued)

Q12 Which of the following best describes the
code you write outside of work? Select all that
apply.

One or more of: “Con-
tribute to open-source
software”, “Hobby”, “Free-
lance/contract work”,
“School or academic work”,
“Bootstrapping a business”,
“I do not write code outside
of work”

Q13 How many years of programming experience
do you have?

Open numerical input

Question Response Type

Instrument Design: table 6.1 contains an overview of the questions as in-
cluded in the survey. The instrument is divided into three sections: The
first section contains the questions we ask per vignette. To ensure the
constructs Effort, Urgency and Importance were interpreted equally by all
participants we provided the italicized definitions included in Table 6.1. The
second section contains a set of questions on the perception of participants
about the usage of negativity as a proxy for priority, and the third section
contains questions on participants’ demographics. The questions on demo-
graphics were placed at the end of the survey to prevent them from biasing
participants [248].

The demographic questions included in the survey are related to the re-
spondents’ age and working experience. We record working experience
because open and closed source developers are known to manage SATD
differently [291]. Experience can be defined in many different ways [239],
and for this experiment, we choose to re-use questions about experience
from the Stack Overflow developer survey.2 We also ask respondents to
indicate their age as an optional open input question, following the rec-
ommendations from Hughes et al. [116]. We record the age because age
tends to influence how people experience emotions [289]. Finally, we also
expect developer’s attitude towards the practice of using negativity as a
proxy for priority to influence prioritization. Therefore, we re-use the closed

2https://survey.stackoverflow.co/2022#overview

https://survey.stackoverflow.co/2022#overview
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questions from the study of Cassee et al. [52], in which developers are asked
about their perceptions and beliefs about the usage of SATD as a proxy for
priority.

Vignette selection: For the experiment, the vignettes should be as realistic
as possible [16]. Therefore, as vignettes, we select SATD instances from an
existing dataset of SATD items. The dataset was gathered by Maldonado
et al. [164], and we use the version of Cassee et al. [52] in which the SATD
instances have been categorized based on the type of problem described
in the SATD. We select SATD instances from a single category to mini-
mize the risk that differences between SATD instances influence the results.
The category we select is Poor Implementation Choices, the most populous
SATD category, and a category in which about 30% of the SATD instances
express negativity.

We select four SATD instances from the dataset; we do not select any
more to reduce respondent fatigue and the odds of disengaging. Because
the comments in the dataset of Cassee et al. have already been labeled
with sentiment polarity, we select two comments that have been labeled
as negative and two comments that have been labeled as non-negative.
The dataset of Cassee et al. identifies three different sentiment classes
in SATD: negative, non-negative, and mixed. The mixed class, however,
occurs in less than 2% of cases. Consequently, we exclude the mixed class
and only sample from the negative and non-negative classes. Additionally,
due to the negative connotations of technical debt, we expect a low number
of positive instance [52]. Therefore, we exclude these, focusing solely on
negative versus non-negative instances.

The selection of SATD instances is performed manually: we pay careful
attention to ensure that we select instances that are comprehensible and
self-contained, such that the respondents can understand them without
becoming fatigued or confused. Alternative generation: For the between-
person design of the experiment, we require that each of the four selected
vignettes has two variations: a neutral instance and a negative instance.
One of the two variations can be randomly assigned to a participant. For
each of the selected vignettes, we create a manipulated variation expressing
a different sentiment polarity than the original. The two crucial require-
ments for these manipulated instances are: The semantics of the original
comment should be preserved, i.e., the alternative comment should describe
the same problem as the original comment, and the manipulated comment
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should express the requested sentiment polarity.

To generate manipulated comments we used ChatGPT.3 Through Chat-
GPT, we aim to reduce the risk that our own perception of what negativ-
ity in SATD looks like influences manipulated alternatives we would draft
ourselves. We manually validate the comment generated by ChatGPT to
ensure the manipulated comment meets the previously listed requirements.
For each SATD instance, we prompt ChatGPT to generate three alternative
comments that express a sentiment opposite to the sentiment expressed in
the instance. We iteratively refined the prompt used to generate the alter-
native comments and we evaluated the alternatives generated by ChatGPT
until all authors were satisfied that each alternative was sufficiently realistic.
This process took several iterations. Listed below is the prompt used for
the sentiment transfer from negative to neutral:

“Take the following source-code comment, and change the lan-
guage of the source-code comment to ensure that the result-
ing source-code comment contains neutral sentiment. Gener-
ate three alternative, neutral, source-code comments, but make
sure to preserve the original meaning of the comment as much
as possible:"

After finalizing the prompt, three of this chapter’s authors independently
voted to select the best-manipulated variation of the SATD instance from
the three alternatives. Criteria for voting adhere to the requirements listed
above: Did the sentiment transfer work (“Is the comment actually neu-
tral?"), and whether the manipulated comment describes the same problem
as the original comment. We selected the best alternative comments for
each of the four selected SATD instances based on the votes. For three
manipulated instances, all authors voted for the same alternative; for the
fourth instance, two of the three voters preferred one.

3Version 3.5, accessed in November 2023 at https://chat.openai.com

https://chat.openai.com
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Table 6.2: The vignettes as they were used in the experiment. The source
code is matched to either the Negative or Neutral comment and
shown to the participant. The (M) indicates that the comment
was generated using ChatGPT.

Vignette #1
public static boolean useThetaStyleImplicitJoins;
public static boolean regressionStyleJoinSuppression;

Negative // USED ONLY FOR REGRESSION TESTING!!!! todo :
↪→ obviously get rid of all this junk

Neutral (M) // Used only for regression testing! todo: clearly remove all
↪→ this unnecessary code

Vignette #2 ConstDeclNode constDeclNode = (ConstDeclNode) node;
Node constNode = constDeclNode.getConstNode();

Neutral // TODO: callback for value would be more efficient, but
↪→ unlikely to be a big cost (constants are rarely
↪→ assigned)

Negative (M) // TODO: This is frustrating! A callback for value would
↪→ be more efficient, but unlikely to be a big cost (
↪→ constants are rarely assigned).

Vignette #3 public class ConstDeclNode extends AssignableNode
↪→ implements INameNode

private final String name;
private final INameNode constNode;
...
}

Neutral // FIXME: ConstDecl could be two seperate classes (or
↪→ done differently since constNode and name never
↪→ exist at the same time).

Negative (M) // FIXME: Ugh, ConstDecl is a mess. It should have been
↪→ divided into distinct classes (or approached
↪→ differently) because constNode and name are never
↪→ in sync.

Type Item

Continued on next page
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Table 6.2: The vignettes as they were used in the experiment. The source
code is matched to either the Negative or Neutral comment and
shown to the participant. The (M) indicates that the comment
was generated using ChatGPT. (Continued)

Vignette #4 if (plot instanceof PiePlot) {
applyToPiePlot((PiePlot) plot);

}
else if (plot instanceof MultiplePiePlot) {

applyToMultiplePiePlot((MultiplePiePlot) plot);
}
else if (plot instanceof CategoryPlot) {

applyToCategoryPlot((CategoryPlot) plot);
}

Negative // now handle specific plot types (and yes, I know this is
↪→ some really ugly code that has to be manually
↪→ updated any time a new plot type is added − I
↪→ should have written something much cooler, but I
↪→ didn’t and neither did anyone else).

Neutral (M) // Now address specific plot types (and yes, I am aware
↪→ that this code needs manual updates whenever a new
↪→ plot type is added − a more advanced
↪→ implementation could have been developed, but it
↪→ wasn’t, and no other approach was proposed).

Type Item

Table 6.2 contains an overview of the selected vignettes. Each vignette
combines a short source-code snippet with an accompanying source-code
comment that “admits” technical debt in the snippet. The Type column lists
the sentiment polarity expressed by the comment, and the (M) tag denotes
that the comment on that line has been generated using ChatGPT.

Vignette Assignment: Respondents are assigned to one of the two variations
for each vignette. However, the assignment of variation to respondents is
not fully random. When assigning variations, we consider the alternative
comments generated by ChatGPT as a blocking factor [124], hereafter re-
ferred to as Manipulation.

We defined two experimental flows to limit the effect of the manipulation
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Table 6.3: The two different flows used for the vignette section of the survey.
Sentiment is the sentiment expressed in the vignette, while Manipulated
denotes whether the respondent in the flow sees the original comment or
the manipulated one.

V1 V2 V3 V4

Flow 1 Sentiment negative neutral negative neutral
Manipulated ✕ ✕ ✓ ✓

Flow 2 Sentiment neutral negative neutral negative
Manipulated ✓ ✓ ✕ ✕

PrioritizationSentiment

Figure 6.1: A Directed Acyclic Graph (DAG) illustrating the relation we are
analyzing.

on the outcome. Table 6.3 shows these two flows. Observe that we en-
sure that each respondent sees two neutral and two negative vignettes and
sees two manipulated and two original vignettes. Participants are randomly
assigned to one of the two flows, and within a flow to order of the four
vignettes is randomized, such that the impact of the blocking factors is
limited [28].

Finally, to validate that the vignettes shown in the experiment were appro-
priate, and the questions asked were understandable, we piloted the survey
with a set of four active software engineers. Based on the feedback of
the pilot we made minor text changes to the wording of some questions,
and clarified a few concepts a bit better. The experiment was hosted using
Qualtrics.4
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6.2.3 Data Analysis
Figure 6.1 visualizes the relation we study in this manuscript as a Directed
Acyclic Graph (DAG). In a DAG, nodes are used to represent variables, and
arrows between nodes represent causal relations between variables [82]. For
instance, Figure 6.1 should be interpreted as “A change in sentiment leads
to a change in prioritization”.
The analysis would be relatively straightforward under the assumption that
Figure 6.1 is the correct model capturing all relevant effects. However,
while we attempted to control for as many confounding variables in the
experimental design, there were confounding factors we could not control
for. For instance, manipulating the vignettes to transfer sentiment could
also have affected the prioritization. Therefore, we create a more complete
DAG that contains all other variables that might influence the prioritization
of Technical Debt.

Technical Debt Effort

Experience

Manipulated

Perception

Priority

Sentiment

Urgency

Figure 6.2: The theoretical model visualized as a DAG.

fig. 6.2 shows the complete model; note that Prioritization (from Figure 6.1)
is split into three outcome nodes in Figure 6.2: Effort, Urgency, and Im-
portance. These three variables are all directly influenced by the Technical
Debt present in the vignette shown to the respondents. Other variables that
influence the prioritization are whether we Manipulated the vignette, and
whether the Sentiment expressed in the vignette was negative. Because we

4https://www.qualtrics.com/

https://www.qualtrics.com/
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manipulated the expression of sentiment, we also expect the manipulation
to influence how negativity influences the outcome variables. Finally, each
respondent has their own perception of the acceptability of negativity as
a proxy for priority, in turn, influenced by their own experience [289, 291].
This will influence how negativity affects their prioritization of the techni-
cal debt and how the expression of negativity influences the prioritization.

Given the DAG shown in Figure 6.2, understanding the effect of negativ-
ity on Prioritization (measured as effort, urgency, and prioritization) re-
quires adjusting for the confounding variables. To properly adjust for these
confounders, we use Bayesian statistics [98]. Another benefit of Bayesian
statistics is that, unlike in frequentist statistics, the output does not have
a binary outcome indicating whether the results are significant. Instead,
using Bayesian statistics, we can better account for any uncertainty in the
data [92, 172, 133]. By following existing guidelines [99, 92] and the exam-
ples of the applications of Bayesian statistics to software engineering data
[266, 101] we ensure that our data analysis is robust.

In the remainder of this section, we first describe the Bayesian models we
fit to the data. Then, we explain how we use the models to understand the
effect of negative sentiment on the prioritization of SATD.

Outcome ∼ Ordered-logit(ϕ,κ)
ϕ = αeffects[N, P ] +αmanipulated[M ] +αexperience ∗E

αeffects ∼ Normal(0,0.5)
αmanipulated ∼ Normal(0,0.5)

αexperience ∼ Normal(0,0.5)

κ ∼ Normal(0,1.5)
Where N,M ∈ {True,False}

P ∈ {Disagree,No Opinion,Agree}
(Model 1)

Model: Based on the causal graph of Figure 6.2, we should adjust for three
variables: perception, manipulated, and experience. Model 1 shows the
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model we use, where Outcome is the score given by a participant to the
vignette. Because we have three outcome constructs: Effort, Importance,
Urgency, we fit one model per construct. The first line shows the choice of
the likelihood function, an Ordered-logit. The second line shows the choice
of model parameters, indicated by the prefix α, lines 3–6 show the choice of
priors, and lines 7–8 show the allowed values for the input variables.

Because each of the outcomes are responses on a Likert scale, we use an
Ordered Logit as a likelihood function [172]. The model has four input
variables (typeset in red and italics): Whether the vignette shown to the
developer was negative (N), whether the vignette was manipulated (M),
what the perception of the respondent was (P ), and the experience of the
respondent (E). Negative and manipulated are binary variables, perception
is a trinary variable based on the respondent’s answer to Q9, and age is a
natural number. effects is a 2 by 3 matrix with a model parameter for
each combination of N and P . Manipulated is a vector of length 2, for
each value of M , and experience, E, is a single parameter.

These models are fit using Hamiltonian Monte-Carlo simulations. We use
prior predictive checks for each model to understand whether the priors
provided enough information.

Estimating Effects: We use the three models, fit for each of the three
outcome variables, to quantify the impact of negativity on prioritization.
First, we plot the distribution of the model parameters related to sentiment,
the so-called posterior, as density plots. The posterior plots show the effect
on the outcome variable that the model associates with a change from
neutral to negative sentiment and are commonly used to interpret results of
Bayesian models [172]. We also use the posterior to compute the Evidence
Ratio of the effect of negativity and interpret the evidence ratio according
to Stefan et al. [249].

Through the posteriors we can understand whether negativity influences
prioritization, however, it does not allow us to quantify how often nega-
tivity leads to a different prioritization score. Therefore, we also use the
fitted models to simulate the effect of negativity i.e., “What are the odds
that changing sentiment from neutral to negative increases the prioritiza-
tion score?” To do this, we manually fix the input variables (N , M , P )
to obtain two simulated distributions of prioritization scores for a SATD
instance: a set of prioritization scores for an SATD instance with neutral
sentiment, and SATD instance with negative sentiment. We can quantify
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how negativity influences the outcome variable by computing the contrast
between these two distributions. Because Model 1 has as input the per-
ception of the respondent, whether the vignette has been manipulated, and
the experience of the respondent we have to fix values for all three. As we
are not interested in a scenario in which the vignettes are manipulated, we
fix M to false. Similarly, we set E to the mean experience value of the
respondents. Finally, we can not fix the value of P to one particular value
for perception. Therefore, we compute a contrast distribution for each value
of P (Disagree, Indifferent, Agree).

Perception and Demographics Respondents’ answers to the closed ques-
tions and demographics are visualized. As the questions on Perception are
taken verbatim from the study of Cassee et al. [52] the results obtained in
this experiment are compared to those of the original study. Meanwhile,
the answers to questions on demographics taken from the Stack Overflow
survey will be compared to the most recent results of the Stack Overflow
survey.

6.3 Results
In total, we received 75 full and partial responses to the experiment. Based
on a manual check, we removed one response because the values provided
by the respondent for age and experience were unrealistic. Because we also
accepted partial responses and because the instrument contained optional
questions, we discuss the number of relevant and full responses included per
question.

6.3.1 Demographics

Figure 6.3 shows the respondent age and experience distributions. The bins
for both plots are identical to the bins of the Stack Overflow developer
survey.5 We compare the demographics to the Stack Overflow developer
survey because the Stack Overflow survey is one of the largest surveys
of developers, with almost 90,000 respondents for 2023. For age, our
experiment’s population appears to be a bit older than the responses to the
Stack Overflow developer survey. Notably, we saw no respondents younger
than 18 or older than 64. Experience-wise, the distribution of respondents is

5https://survey.stackoverflow.co/2023/#overview

https://survey.stackoverflow.co/2023/#overview
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Figure 6.3: Histograms for respondent age and experience.

quite similar to that of the Stack Overflow survey. Most importantly, there
are no large differences between our respondents and the respondents to the
Stack Overflow survey. Therefore, we conclude, based on the distributions
of age and experience, that our respondents are a good representation of
the general developer population for these two characteristics.

Table 6.4: The self-described employment status and the self-described cod-
ing outside of respondents’ work.

Employed full-
time

45 76.27% Personal projects 20 64.52%

Student, full-
time

8 13.56% I do not write
code outside of
work

7 22.58%

Self-employed 4 6.78% School or Aca-
demic

3 9.68%

Employed part-
time

2 3.39% Open-source 1 3.23%

Total 59 100.00% Total 31 100.00%

Employment
Status

# % Coding outside
of Work

# %

Table 6.4 shows respondents’ employment status and the coding respon-
dents do outside of work. A large majority of the respondents are profes-
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Figure 6.4: Distributions of the posterior for each of the outcome variables.

sional developers who are employed full-time.

6.3.2 Negativity’s Effect on Prioritization

For the Bayesian models, we can only use responses for which all questions
used in the model have received a response, in particular, this includes the
demographic question on respondent experience (Q13). This requirement
leaves 59 valid responses for the experiment on which the models have been
fit.

Figure 6.4 visualizes the density distribution for the posteriors related to
the effect of sentiment on the outcome. In other words, this figure shows
the effect the model associates with a change in sentiment from neutral to
negative. A positive value indicates that a change from neutral to negative
increases the prioritization score. As can be observed in Figure 6.4, the
distributions of the priors are generally quite wide, and they overlap with
the dashed line indicating zero. However, this uncertainty is not unex-
pected or uncommon in Bayesian analysis, especially in studies with smaller
samples [101, 88].
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Table 6.5: Evidence ratio table for the hypothesis that negativity increases
the prioritization score for each of the outcome variables.

Agree Moderate for Strong for Strong for
No Opinion Moderate for Anecdotal for Anecdotal

against
Disagree Anecdotal

against
Anecdotal for Anecdotal

against

Perception Effort Urgency Importance

Because we adjusted the models for the Perception of the participants,
the effect of sentiment on the outcome can vary for each of the three
levels of Perception. The labels Disagree, No Opinion, Agree therefore
show the effect of negative sentiment on prioritization based on whether
the participants believe that negativity should be interpreted as a signal that
the SATD has a higher priority. The posteriors indicate that participants
who agreed with the use of negativity as a proxy for priority were also more
likely to assign a higher priority score, for all of the three measured variables.
More interestingly, participants who indicated they had no opinion on the
use of negativity as a proxy for priority increase the score for effort. Finally,
for the other groups and outcomes we see that the models do not associate
any impact of negativity, as the means all appear to be centered around
zero. Table 6.5 lists an interpretation of the Bayes factor, or the strength of
the evidence, of the hypothesis that negativity increases the prioritization.
We interpret the values for the Bayes factor according to Stefan et al.
[249].

Table 6.6: The odds ratio between the odds of the priority score increas-
ing compared to the odds of the score decreasing if sentiment
changes from neutral to negative. Bold font indicates whether
the evidence ratio supports the hypothesis that negativity in-
creases prioritization (Table 6.5).

Agree 1.38 1.97 1.53

Perception Effort Urgency Importance

Continued on next page
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Table 6.6: The odds ratio between the odds of the priority score increas-
ing compared to the odds of the score decreasing if sentiment
changes from neutral to negative. Bold font indicates whether
the evidence ratio supports the hypothesis that negativity in-
creases prioritization (Table 6.5). (continued)

No Opinion 1.56 1.05 0.98
Disagree 0.94 1.07 0.93

Perception Effort Urgency Importance

However, quantifying the actual impact that negativity has e.g., answering
the question: “Does negativity make it more likely that SATD receives a
higher priority score?” is not possible based only on the plotted posteriors.
Therefore, we also used the models to simulate, per outcome variable, the
difference in priority scores for SATD expressing either neutral or negative
sentiment. This results in a set of probabilities: How likely is it that
negativity results in a higher priority score? How likely is it that negativity
results in a lower priority score? Table 6.6 shows the ratio between these
two odds for each outcome variable and for each value of Perception. From
this table, we conclude that respondents who interpret negativity as a signal
for importance (i.e., “Agree”) are also more likely to assign higher priority
scores for SATD expressing negative sentiment. In this case, the consistency
between respondents’ beliefs and actions is noteworthy, as the value-action
gap is a well-documented bias [30]. Secondly, Table 6.6 also shows that the
perception of Urgency (OR: 1.97) is more likely to be influenced by nega-
tive sentiment than Effort (OR: 1.38) and Importance (OR: 1.53). Finally,
respondents who had no opinion on whether they interpret negativity as
a signal of importance are likelier to assign a higher score for effort when
negativity is expressed.

Findings Negativity

Up to 57% of developers estimate the priority of self-admitted tech-
nical debt as higher when negativity is used to describe it. These
developers are between 1.4 and 2.0 times more likely to increase,
instead of decrease, their prioritization scores for self-admitted tech-
nical debt expressing negativity.
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0%10%20%30%40%50%60%70%80% 10% 20% 30%
Percentage of Responses

How often do you come
across negative SATD?

How often do you
write negative SATD?

How often do
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Rarely (Less than
once a month)
Sometimes (Monthly)
Often (Weekly)
Very often (Daily)

Figure 6.5: Responses to survey questions Q4, Q5, Q6.

6.3.3 Perceptions and Self-Reported Behavior

Figure 6.5 shows the responses to the questions asking participants about
how often they write or come across SATD that expresses negative senti-
ment. These results indicate that almost half of the developers encounter
SATD expressing negative sentiment monthly or even more often. However,
most developers, almost 75%, never, or rarely, write any SATD expressing
negative sentiment. The distributions observed in this study are similar to
the study of Cassee et al. [52]. The most important difference between this
study and the findings of Cassee et al. is that respondents to the experiment
tend to come across SATD expressing negativity less frequently. This could
be explained by the fact that we used convenience sampling through our
industrial contacts for this experiment, and because industrial developers
annotate SATD differently [291].

Figure 6.6 outlines the results to the questions on respondents perceptions.
Compared to Cassee et al. [52] the proportion of respondents indicating that
they strongly disagree with the statement that they interpret negativity as
a proxy for priority is smaller. For the other two statements the results for
this experiment are similar to those of Cassee et al..

From the combination of Figure 6.5 and Figure 6.6 we generally confirm
the findings of Cassee et al. [52]. A large majority of developers disagree
that writing SATDs that express negative sentiment to signal priority is
acceptable. However, even if most developers believe this, they still express
negativity in SATDs to indicate priority or state that they interpret negativity
as a proxy for priority.
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Figure 6.6: Responses to survey questions Q7, Q8, Q9.

Findings Perceptions

Between 25% to 50% of developers draft and/or encounter self-
admitted technical debt expressing negativity. Meanwhile, 67% of
developers state that using negativity as a proxy for priority is unac-
ceptable.

6.4 Discussion

Our study shows that developers use source-code comments to communi-
cate not only description of technical debt but also priority. From previous
work, we know that source code comments have always been used for var-
ious purposes, including the description of technical-debt [206]. Further-
more, descriptions of technical debt in source-code comments cover a wide
range of technical issues [164, 52]. Based on the results of our experiment,
we enhance the existing body of knowledge on the role of source-code com-
ments in addressing technical debt. Specifically, we find that negativity in
these descriptions results in the same technical issue being prioritized differ-
ently. Therefore, we conclude that source code comments are not just used
by developers for the explicit purpose of describing technical issues, but that
negativity within these comments is used by developers as an extra dimen-
sion to communicate priority. We consider it as an extra dimension because
expressing negativity is never the primary purpose of such comments. How-
ever, this study and the previous survey [52] both show that negativity in
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SATD is purposefully expressed and interpreted by developers as a proxy for
priority, in addition to a description of the technical issue.

Does this mean developers should use negativity to describe tech-
nical-debt they think is important? For individual developers, using
negative expressions to annotate the technical debt they are working on
might be an effective strategy. It could result in the issue they care about
being prioritized and, therefore, fixed before other technical debt is ad-
dressed. However, from a team perspective, this is a potentially problematic
strategy. Software projects are often characterized by only having limited
capacity available to work on technical debt [291], and developers using
negativity to describe technical debt lay claim to more of this capacity.
Secondly, whether developers are influenced by negativity is conditional to
their perceptions, so not everyone in a team will interpret the priority sim-
ilarly. Additionally, two-thirds of developers believe that using negativity
as a proxy for priority is unacceptable. Finally, technical debt demoralizes
developers [36], and expressions of negativity could be particularly demor-
alizing; therefore, we would not recommend developers use negativity as a
proxy for priority.

Does this mean developers should stop expressing negativity? Emo-
tions and sentiment are a part of everyday life [129]. It has long been
found that developers express emotions in many different software engi-
neering activities [168, 45, 149], and technical debt appears to be able to
trigger negative emotions in software engineers [196]. This makes it unre-
alistic to expect developers to stop expressing their emotions or opinions
completely. Instead, this study further shows how negativity can affect
the management of technical debt. However, we believe it is important to
emphasize that any negative emotions expressed are not directed towards
developers, as they sometimes are [94]. Especially as negativity directed
towards other developers could be considered toxic, with far-reaching con-
sequences [179, 216].

Generalizability & Future work: We expect the findings of this study to
apply to technical debt in general and not just to self-admitted technical
debt described in source-code comments. Because of both the high level of
control in the experiments and the participants’ experience backgrounds of
the participants, we expect the observed effect of negativity on prioritization
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to also translate to technical debt drafted in other places. Notably, this
includes places like issue-trackers, as these are places where technical debt
is often described [52, 291, 284].

Through the experiment, we conclude that negativity affects prioritization,
and we describe how developers use negativity in source-code comments to
communicate priority. However, a consequence of the high control of the
experiments is the reduced realism. Therefore, there is still an opportunity
for future work to understand how negativity in technical debt influences
prioritization in the “field” [253]. For instance, research methods or strate-
gies like ethnographic observations can be used to describe the prioritization
of technical debt in software projects, as opposed to the contrived setting of
the experiments, like the work of Aranda and Venolia [24] on bugs.

6.5 Threats to Validity
Notwithstanding the effort we have taken to ensure our results were valid,
factors outside of our control might still have influenced the results. To
discuss these threats to validity and our mitigations we use the framework
of Wohlin et al. [280], as the research method used in this chapter is a
controlled experiment.

Internal Validity: We carefully designed the experiments to reduce the
effect of confounders as much as possible, for instance, by randomizing the
order of vignettes, using existing instances of SATD, and by making sure
the instances were understandable. However, to create the vignettes we
manipulated descriptions to create either a negative or a neutral counter-
part. We took several precautions to reduce the bias of the manipulation
of the obtained results. These include ensuring a balance by creating two
negative and two neutral manipulated descriptions, generating several ma-
nipulated descriptions, and voting for the best one. Furthermore, we added
manipulation as a parameter to the model, to adjust for any remaining
bias.

Secondly, to prevent the respondents from guessing the hypothesis of the ex-
periment, and responding in line with their attitude towards the hypothesis,
we did not state the exact purpose of the experiments. Similarly, the vi-
gnettes did not indicate whether participants were viewing the neutral or the
negative instance. However, there is still a chance that some respondents



190 CHAPTER 6. SATD AND PRIORITIZATION

might have recognized the purpose of the experiments after scoring two or
more vignettes, and were therefore influenced by their own attitude.

External Validity: The respondents sampled for the experiment were di-
verse with respect to age and working experience, with a high proportion of
software engineers who were employed full-time. Therefore, we expect our
results to generalize to both open and closed-source developers. However,
the most important threat to external validity we identify is related to the
choice of vignettes. In the experiments, we only showed participants four
instances, or vignettes, of technical debt, and it is possible that the results
of this experiment might not generalize over other types or categories of
SATD. However, we tried to minimize the threat by using four different
vignettes instead of one, and therefore, trying to balance participant fatigue
or disengagement with generalizability.

Construct Validity: Most importantly, we recognize that Importance, Ur-
gency, and Effort as Likert scale questions are not operationalizations of
priority used in practice by developers to score technical debt. However, we
opted for these three constructs because they are one, easy to explain to
participants, and two because there is no universally accepted construct to
measure the priority of technical debt.

6.6 Related Work

The below section discusses the related work on SATD, its management,
and sentiment analysis in software engineering.

6.6.1 Self-Admitted Technical Debt

Many different aspects of technical debt have been studied previously [265],
such as, for instance, its management [144], or the financial aspects [21].
This work focuses on the self-admission of Technical Debt (SATD), often
present in software systems as source-code comments [165, 215]. As for
technical debt, many different aspects of SATD have been studied. Such
as the annotation practices of industry developers [291], the places where
SATD has been described [283, 284, 127], and the curation of datasets of
SATD instances [246, 107].
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Because of the negative connotations of technical debt, research has focused
on the classification of SATD in source code. Liu et al. [158] found that a
SATD detector based on text-mining techniques can automatically identify
SATD. Meanwhile, Ren et al. [220] have used deep-learning models to clas-
sify whether source code snippets contain SATD, finding that these models,
trained on large datasets, can be competitive. However, what automatic de-
tection technique has the best predictive performance is not entirely known,
as Guo et al. [107] found that simple rule-based detection techniques can
still outperform existing deep-learning tools.

Another often studied aspect of SATD is its removal; both Palomba et al.
[201] and Peruma et al. [210] studied the link between refactorings and
SATD. Palomba et al. [201] found that code refactorings occur in locations
where SATD is present, while Peruma et al. [210] finds that code refactor-
ing often coincides with removing SATD. By studying a dataset of SATD
instances Maldonado et al. [164] found that 75% of SATD instances are
removed in subsequent source code revisions. Furthermore, Zampetti et al.
[294] found that the removal of SATD is acknowledged in commit messages.
Additionally, Zampetti et al. find that in 20% to 50% of cases, SATD is
removed when entire methods or classes are removed. By surveying devel-
opers Tan et al. [260] found that self-removal of SATD is often a conscious
decision. Moreover, they found that more experienced developers are more
often concerned when it comes to the removal of SATD. However, none
of the studies on the removal of SATD focus on whether the presence of
negativity influences whether SATD is removed.

6.6.2 Sentiment in Software Engineering

Because this study focuses on the effect of sentiment on the prioritization
of SATD, we describe literature related to the role of sentiment in soft-
ware engineering. In general, sentiment analysis has been used to study a
wide variety of software engineering activities [149], such as live meeting
analysis [113] or to design and build recommender systems [151].

Different studies have tried to understand whether expressions of negative
sentiment are correlated with suboptimal development practices, such as
unresolved issues, design smells, or bugs. Valdez et al. [272] found that
unresolved issues in Jira tend to express more negative sentiment than closed
issues. Similarly, based on a study of issue reopenings Cheruvelil and da Silva
[56] finds that issues that have been reopened once or more than once
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tend to have more comments expressing negative emotions. For commit
messages Huq et al. [117] reports that commits related to bug fixing express
more negative sentiment. While for code reviews Asri et al. [26] finds that
code reviews in which negative sentiment is expressed tend to take longer to
complete. Olsson et al. [196] find that some design smells cause developers
to feel negative emotions.

Wrt. positive sentiment, or the expression of positive emotions, Ortu et al.
[197] has found that more positive sentiment in the description appears to
correlate with a shorter issue resolution time. Similarly, Sanei et al. [228]
has studied the sentiment in issue comments, finding that more positive
comments correlate with faster resolution.

After studying questions on Stack Overflow Calefato et al. [45] reports that
successful questions on SO tend to be neutral, i.e., express no positive or
negative sentiment. Implying that neutral or more factual questions are
more likely to receive a quicker response.

The existing studies focus on the impact of sentiment on software engi-
neering through correlational analysis. However, the studies don’t focus on
causation (i.e., “did the expression of sentiment polarity cause the observed
effect?”). Through the controlled experiment reported in this study, we
further understand how negativity influences the perception of priority and
explain how expressions of negativity impact software development.

6.7 Conclusion

In this chapter, we report on a controlled experiment to study whether de-
velopers interpret negativity in self-admitted technical debt as a proxy for
priority. We exposed participants to instances of self-admitted technical
debt with or without negativity and asked them to estimate the priority
of each instance. By analyzing the prioritization scores of the experiments
using Bayesian statistics, we describe how negativity influences the percep-
tion of priority. Furthermore, to better describe the role negativity plays in
the management of self-admitted technical debt, we asked respondents a
series of questions about their perceptions towards the usage of negativity
in SATD.

Based on the participation of 59 experienced industrial software engineers,
we find that one-third to half of the developers are more likely to increase
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their estimation of priority if negativity is used to describe the SATD.
Specifically, they’re between 1.5 and 2 times as likely to increase, as opposed
to decrease, their prioritization score if negativity is present. Secondly, we
confirm previous findings and conclude that two-thirds of developers believe
writing SATD in which negativity is expressed or interpreting negativity as
a proxy for priority is unacceptable. Nevertheless, our findings show that
even developers who believe the usage of negativity as a proxy for priority is
unacceptable draft SATD in which they express negativity and use negativity
to estimate priority.

Based on the experiment, we learn how developers use negativity in SATD
to communicate priority, in particular, we find that developers use negativity
as an additional dimension, in addition to descriptions of technical issues.
Furthermore, our results show why developers’ expression of negativity is
unavoidable and help explain the purpose of negative expressions. How-
ever, our results also show why using negativity to describe technical debt
might not be advisable because of both developers’ perceptions, and not all
developers are influenced by it.
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Chapter 7
Conclusion

In this chapter, we summarize the key findings of the thesis, summarize the
studies conducted for each of the parts, and finally, discuss directions for
future research based on the findings of this thesis.

7.1 Findings
In this thesis, we make two major contributions to the field of software
engineering. These contributions are related to describing how software
engineers use negativity to communicate priority and how sentiment and
emotions should be studied.

Previous literature (Chapter 2) has found that expressions of negative emo-
tions or opinions correlate with specific outcomes. For instance, negativity
in a StackOverflow question reduces the chance of the question receiving
a successful answer [45]. However, it was previously unknown whether the
expressions of emotions cause the outcomes as mentioned earlier. In this
thesis (Chapters 5 and 6), we are the first to find how developers express
and interpret negative emotions as a signal indicating priority. We conclude
that developers increase priority scores when SATD is described using neg-
ative emotions. These findings show the role of emotions and sentiment in
software engineering, even in describing technical issues. Our thesis helps
explain how negative emotions and sentiment can inadvertently influence
decisions, even if developers believe this is unacceptable.

195
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The more methodological contribution of this work is guidance on how
sentiment and emotions should be studied in software engineering. We
show that while the performance of newly released deep-learning tools is
comparable to existing machine-learning tools, there are notable differences
in the types of text that these tools misclassify: Finetuned deep-learning
transformers are less likely to misclassify context-dependent texts, while
they are more likely to classify politeness as positive. These findings are
helpful for other researchers who want to select automated tools to classify
sentiment.

In addition to the key findings listed above, there are more findings specific
to each of the three parts of the thesis (Theory, Tools, and Practice) that
we discuss below.

7.1.1 Theory

In Chapter 2, we reported on a literature study of 185 primary studies that
apply opinion mining, including identifying sentiment and emotions, to study
software engineering. Many different software engineering activities have
been studied through the lens of sentiment and emotions, like bug-fixing,
continuous integration, and productivity. When emotions and sentiment are
studied extensively in software engineering, most studies relate performance
or behavior to emotions and sentiment.

The identified studies all use automated tools to classify emotions and sen-
timent, and we find that most of the classifiers and tools used have not
been designed specifically for an application to software engineering data.
This usage of less suitable tools results in a set of challenges that make it
impossible to understand the effects that emotions and sentiment consis-
tently have on software engineering. However, based on existing literature,
we describe a set of guidelines researchers can use to study emotions and
sentiment in software engineering using automated tools.

7.1.2 Tools

In Chapter 3, we studied the predictive performance of sentiment analysis
tools, while in Chapter 4, we studied how the differences between sentiment
analysis tools influence conclusions obtained by using the tools. In Chap-
ter 3, we found minor differences in predictive performance between the
best machine-learning and the best deep-learning sentiment analysis tools.
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However, in Chapter 4, we find differences in the types of text misclassified
by different sentiment analysis tools. In particular, we find BERT-based
transformers [298] are more likely to classify politeness as positive, while
Senti4SD [43] is more likely to misclassify shorter texts. Understanding the
types of text that individual tools are more likely to classify as positive or
negative helps researchers pick the right tools for the tasks, dependent on
their data and their operationalization of positivity and negativity. For in-
stance, if a particular study requires that politeness should be classified as
positive, then a BERT-based transformer might be the best choice.

Secondly, in Chapter 3, we also studied whether the presence of non-
natural language elements, such as code fragments, reduces predictive per-
formance. We find that, even if these non-natural language elements occur
frequently in software engineering texts, automatically replacing these el-
ements does not further improve the predictive performance of sentiment
analysis tools.

7.1.3 Practice
In Chapter 5 and Chapter 6, we studied whether, why, and how developers
express negativity in descriptions of technical debt. Through a combination
of a sample study, a survey, and an experiment, we find that developers
use negativity in source-code comments to communicate both the technical
issue and the priority of the issue through the expression of negativity.

In Chapter 5, we studied an existing dataset of self-admitted technical debt
instances. We found that based on the type of technical issues described
in the self-admitted technical debt, developers are more or less likely to use
negativity to describe the issues. In a survey of open-source developers,
25% say they express negativity when describing the technical issues they
believe are more important.

We further studied the link between priority and negativity in Chapter 6. In
an experimental study, we find that between one-third to half of developers,
conditional on their own perceptions, increase their estimations of priority
if a description of a technical issue expresses negativity.

7.1.4 Limitations
We have set out to study how emotions and sentiment affect software engi-
neering. However, our choice of studies and methods results in limitations
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that affect our ability to describe how emotions and sentiment affect soft-
ware engineering.

Firstly, there is a difference between developers experiencing emotions,
choosing to express them, and finally, the interpretation of these emotions
by other developers. A developer who does not experience any anger might
choose to express it to emphasize a point, or conversely, a developer who
experiences sadness might actively decide not to express it. This moder-
ation of emotions can be affected by many factors, such as social capital
within a team, culture, and personality [285, 104, 166]. In this thesis, we
study emotions that have already been expressed and describe how these
emotions affect software engineering. As a result, we cannot conclude any-
thing about how developers experience emotions or how emotions that have
been expressed might cause developers to experience emotions.

The second inherent limitation of this thesis is the focus on SATD as a case
to study how negativity affects prioritization. Of course, software engineer-
ing is much broader than just the prioritization of self-admitted technical
debt, and there are many different contexts and activities in which emotions
and opinions are studied, as we found in Chapter 2. Unfortunately, studying
how emotions and sentiment affect each activity is unfeasible. Therefore, we
have opted to focus on one of these activities and study it extensively.

The high methodological rigor allows us to at least partially mitigate these
limitations. In Chapter 6, the high level of internal validity allows us to
hypothesize that negativity affects the perception of priority of not only
SATD but also other software engineering artifacts. Secondly, we carefully
studied the tools used to classify emotions and sentiment, and combined
different research methods to study the role of negativity in the prioritization
of SATD. We hope that our methodological contributions in these chapters
inspire and enable future researchers who want to continue studying the
effect of emotions and sentiment in software engineering.

7.2 Future Research Directions
The work in this thesis studies software engineering through the lens of
sentiment and emotions and describes how sentiment and emotions affect
software engineering. However, where the work of this thesis ends, there
are opportunities for future research. In this section, we outline several of
them.
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7.2.1 On Sentiment and Emotions

The findings in Chapters 5 and 6 highlight the importance of studying how
developers use emotions to communicate. Even if developers don’t realize
it themselves, they appear to be influenced by expressions of negativity,
particularly when estimating effort. However, the research of Chapters 5
and 6 raises a series of follow-up questions.

We believe that one of the most important next steps is understanding how
the theory and tools that have been studied can be used to enact change
in software engineering. In Chapters 5 and 6, we show that developers find
expressions of negativity in SATD unacceptable. However, based on this
work we cannot conclude how developers think negativity in SATD should
be addressed. Is it the case that developers want sentiment analysis tools to
integrate in their workflow to warn them when they are expressing negativity
in SATD? Or does integrating sentiment analysis tools in the workflow in-
crease information overload and make decision-making more difficult [211]?
Much is currently unknown about how the findings of this thesis can be used
to affect software engineering, and this can be studied from many different
perspectives: Technical feasibility, developer preference, and ability to enact
change.

Our findings in Chapters 5 and 6 show that negativity increases the percep-
tions of effort for developers and can also be used to explain the findings
of previous studies. It has been repeatedly found that negativity correlates
with specific outcomes. For instance, issues where negativity is expressed,
are resolved less quickly [272], and negative questions on Stack Overflow
are less likely to receive a successful answer [45]. One possible explanation
for these findings is the effect of negativity on the perception of effort. i.e.,
is it the case that developers think a question or issue in which negativ-
ity is expressed takes more effort to address and that, therefore, they are
less likely to work on it? However, the explanation might also be reversed:
What if difficult questions or issues are more likely to contain expressions of
negativity? Studying how negativity causes these effects and in what “di-
rection” negativity works helps describe how developers communicate and
the role played by emotions and sentiment.

In Chapters 3 and 4, we studied the sentiment analysis tools often used
to classify sentiment. As we have found in Chapter 4, different tools mis-
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classify different types of text, which could affect the conclusions obtained
when using these tools. As new sentiment analysis tools, and especially
new types of sentiment analysis tools, continue to emerge [297], it is im-
portant to study more than just the predictive performance of these tools.
We should also understand whether new tools have any systematic bias in
their misclassifications and whether these biases might influence conclusions
obtained when these new tools are used.

7.2.2 On Human Aspects in Software Engineering

In the introduction of this thesis, we re-iterated the collaborative and so-
ciotechnical nature of software engineering. Software engineering is a pro-
fession performed by humans who create software systems that are vital
to society. Therefore, we believe it is important to continue studying the
human experiences of software engineers and the challenges they face to
improve the state of the practice.

The work in Chapters 5 and 6 on self-admitted technical debt focuses on
the perspectives of individuals estimating the priority of SATD. A large
proportion of the work in software engineering that studies human aspects
focuses on the perspective of the individual [143]. However, modern soft-
ware engineering is more than just choices made by individuals. Because
of its collaborative nature, developers often work in teams, and therefore,
understanding software engineers’ behavior is not just a matter of studying
the behavior of individuals. Going forward, more effort should be made to
study software teams as the unit of analysis, as studying teams is an oppor-
tunity to understand further how social challenges affect software engineers
in practice.

Software development is rapidly changing because of the emergence of gen-
erative AI. The ability of generative AI to generate code, documentation,
and text all influence how software engineers work. Understanding how
generative AI affects software engineering is important, particularly how
this technology affects the way software engineers collaborate or the social
challenges they face. As software engineering researchers, it is up to us
to understand how these technologies influence software engineering. This
includes focussing on more than how software engineering is enabled but
also on how the emergence of new technologies might reverse recent ad-
vancements [254].
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7.2.3 On Methodological Novelty
The third direction for future research is improving the methods we use to
study software engineering.

In recent years, several scientific disciplines have been subject to a so-called
“replication crisis” [59]. One characteristic of the replication crisis is the
fact that there are many replications, 36% of the studies in psychology, for
instance [59], not confirming significant (p < 0.05) results. The inherent
properties of frequentist statistics might contribute to the replication cri-
sis. Conventions, such as the point estimates of hypothesis tests and the
often fixed cut-off to assess significance, result in binary outcomes where
significant results matter and non-significant results are more challenging
to publish [60].

Some of the disadvantages of frequentist statistics can be mitigated through
the usage of Bayesian statistics [172]. Unlike frequentist approaches, Bayesian
statistics provide a probabilistic framework that incorporates prior knowledge
and updates the probability of a hypothesis as new data becomes available.
Using Bayesian data analysis has several advantages, like allowing for a more
nuanced interpretation of data and avoiding the binary significance/non-
significance outcomes [172]. In this thesis, we have used Bayesian data
analysis to analyze the results for the experiments conducted in Chapter 6,
and in software engineering in general, researchers are starting to adopt
Bayesian statistics because of these advantages [101, 92, 93, 266]. How-
ever, there are still open questions on how to apply Bayesian data analysis
to software engineering data, especially on how to analyze data collected
by mining software repositories. Answering these questions could further
help the field of empirical software engineering to derive more reliable find-
ings.
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